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Abstract 

Cooperation between multiple robots is being used to tackle increasingly complex tasks. 

The amount of knowledge needed to build multi-robot systems is becoming unwieldy 

and it is difficult to engineer a closed system. One paradigm for overcoming this barrier 

is to organise the basic components of the systems in a manner which allows the sharing 

of performance, responsibilities, and resources. Until recently, research in multi-agent 

systems has been based on ad hoe models of action and interaction. The notion of 

intention is beginning to emerge as a prime candidate upon which a sound theory could 

be based. 

This research, motivated by questioning the suitability of the intentional theory, 

implements two of the most influential frameworks into a multi-robot domain to test 

their applicability and to identify any possible inadequacies. To refine the existing 

frameworks, this research proposes a new framework which is inspired by organisation 

theory and economic team theory. Shifting Matrix Management (SMM) divides agents' 

actions during the cooperation process into six stages, namely goal selection, act 

selection, team formation, plan formation and shifting. The mental states and the 

positions of agents in such a process are viewed as continually shifting in a matrix 

structure. To support the framework, a quantitative decision theory is developed. The 

theory reveals that an agent's mental state on selecting an action is defined by three 

quantitative functions: a probability density function, an outcome function, and a utility 

function. The framework has been formalised into a general and abstract model. 

The SMM model was implemented in the control of cooperation between multiple 

robots and a number of controlled experiments were performed to evaluate the model. 

The results indicate the effectiveness of the model. It is believed that the effectiveness of 

the SMM model may be generalisable. 
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Chapter 1 

Introduction 

"There are three robots, and let them make a cup of tea . ... " Said my supervisor. 

"That is eaS1J" I thought. I can quickly write a tea-making program, and let them 

execute my instructions. One boils water, another brings a cup, and the third one 

fetches a tea bag, then puts it into the empty cup, finally the first one pours boiled 

water into the cup. The program appears in my mind already. 

"... ... There is no central controller in the S1JStem. The available number of robots is 

even changeable. And they are all autonomous; different in ftmctionalihJ, control 

mechanism. ThetJ can be situated in the different areas, one of them may not even work 

properly at the present moment ... " my supervisor was continuing, 

" ... " I was defeated. 

-- Gangmin Li' s dian;, 21 October 1995 

This chapter provides the background, aim, objectives, motivation and context for this 

research. Starting with the description of the problem domain and its isomorphic 

problem family, Distributed Artificial Intelligence (DAI) approach and its supporting 

theory are introduced. The initial research motivation is grounded on analysis of the 

deficiencies of current theory. The main research context and original contribution of 

this thesis are then given by briefly reviewing the two major subfields of DAI, 

distributed problem solving (DPS) and cooperative problem solving (CPS). Finally, the 

outline of the thesis is provided. 

1 
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1.1 Research Background, Aim and Objectives 

Research into the cooperation of multiple robots is widely recognised as a step towards 

high performance and flexibility in industrial automation [Cardarelli 94(1), Koivo and 

Bekey 88, Paljug and Yun 93]. Firstly, cooperating robots can perform tasks that are 

either difficult or impossible for a single robot. Secondly, distributed task performance 

amongst multiple robots can result in reliable performance and graceful degradation. 

Thirdly, well organised multiple robots working in parallel and cooperatively can 

achieve high efficiency. Finally, multiple robots sharing resources such as space, tools, 

feeder, vision system and so forth, will reduce the cost of the system's scale-up without 

a drop in productivity [Shin 85]. 

In an industrial environment, there are normally a number of robots pre-existing and 

performing various tasks. There are tasks that can not be performed by robots working 

in isolation or which need to be perfonned in a cooperative way to increase the 

efficiency. The aim of this research is to develop a framework for multiple robots' 

cooperation. 

To achieve the above research aim, the specifications of the problem need to be studied. 

A system in which cooperation between multiple robots is taking place can be called a 

multi-robot system. Firstly, a robot in a multi-robot system is a stand-alone entity that 

can have a different functionality, control mechanism and servicing history. Secondly, 

the tasks, which need to be performed by the multi-robot systems, are varied in both 

complexity and scale. Thirdly, new robots may continuously join the system to replace 

older ones. The number of robots engaged in a particular task's performance in the 

system is variable depending on the tasks and the robot's availability. Lastly, 

modification to existing robots in the system in order to achieve cooperation is required 
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to be kept to a minimum. This means that the cost of implementing the new cooperation 

framework in both engineering and financial senses should be minimal. 

With the aim of the research and the specifications of the problem stated above, the 

following four objectives of the research have been identified: 

1. Develop an applicable framework for multiple robots' cooperation. 

2. Develop a theory, which can assess cooperative actions. 

3. Develop a model to clearly map from theory to application. 

4. Demonstrate the practical effectiveness of the framework. 

1.2 Motivation 

The initial motivation of this research is not only to develop a framework for multi­

robot system, rather it deals with a broader area which is classified as DAI. This is 

because cooperation of multiple robots should not be viewed as a stand-alone problem 

in the author's opinion, but as part of a larger isomorphic problem family. The problems 

in this isomorphic problem family range from the mainstream of computing science 

[Newell 82, Jennings and Campos 97], software engineering [Shoham 93, Lander 95], 

information systems [Papazoglou 92] to real world applications like air traffic control 

[Steeb 88], manufacturing automation [Parunak 96], computer supported cooperative· 

work [Greif 88, Maes 94] and electronic commerce [Chavez 96, Chavez 97, PAAM 97]. 

They have the following features in common. 

• Complexity. The complexity of the problem refers to the size and the amount of 

knowledge needed to solve the problem. They are beyond the scope of a single 

problem solver. Therefore, the problem cannot be solved in isolation. 
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• Openness. The openness of the problem means that the problem is unpredictable 

and cannot be completely characterised. The purpose and the functionality of the 

entire system to tackle the problem can not be completely defined when it is 

designed [Hewitt 85, Hewitt 91, Tokoro 96]. 

• Distribution. This includes the distribution of knowledge, data, information, and 

activities that are needed to solve the problem. They are inherently spatially, 

temporally, and functionally distributed. The reasons for this distribution are 

various that may include the geographic distribution coupled with processing or 

data transmission bandwidth limitations, the natural functional distribution in the 

problem, and the desire for distributed control or for modular knowledge 

acquisition. Other reasons include adaptability, reducing cost, ease of 

development and management, increasing reliability, and specialisation. 

• Composition. The compositional feature of the problem refers to the problem­

solving system that is usually composed of a number of interacting computational 

smaller entities. Taking control of cooperation between multiple robots as an 

example, the current literature survey reveals two main approaches that can be 

termed as the 'reductionists' approach and the 'constructionists' approach. 

Reductionism pursues the efficiency obtained by breaking down a big problem 

into a number of smaller problems to be solved by less powerful entities. 

Constructionism is seeking to enlarge or to enhance the problem solving ability 

by integrating a number of less powerful entities into a larger processing unit. In 

both approaches, the system constructed is composed of a number of 

computational or acting entities. 

Another important and encouraging feature associated with the isomorphic problems is 

that one problem solving method for a patticular problem can have a significant impact 
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on other problems. To this research it means a particular cooperative framework for 

multi-robot systems can have a general significance on all the problems in DAI. 

Additionally, other cooperative frameworks and problem solving methods in both 

natural and artificial intelligent systems can be adapted to develop the cooperative 

framework for multi-robot systems. 

Returning to the domain of cooperation between multiple robots, it is proper to state 

here that what is meant by 'a multi-robot system' is different to a conventional 

cooperative multiple robots' system [Paljug and Yun 93]. In the latter the robots are 

controlled by a centralised control model. A typical example is a 'car painting' system, 

where multiple robots, each perform a different task such as agent applying, sanding, 

painting and polishing. They are controlled by one central computer. This centralised 

control model is used to resolve a set of dynamic equations, which represent a set of 

kinematic constraints for each robot in the system [Zheng and Luh 86, Zheng 89, Roach 

87, Guptill and Stahura 87, Bejczy 93]. This is an active research area of robotics but is 

not an area this research is concerned with. In a multi-robot system, the robots are stand­

alone performer and they need to be able to reason about their environment, including 

the beliefs, actions and plans of other robots. They need also to be able to communicate, 

negotiate and interact with each other to work cooperatively as a community. It should 

be straightforward for robots to join or leave the community. All of these considerations · 

favour a model in which responsibility is given to individual robots, rather than a central 

controller. The research lies naturally in DAI. Gasser states: 

"Researches in DAI are concerned with understanding and modelling action and 

knowledge in a collaborative of enterprises." [Gasser 91] 

These collaborative enterprises are called societies. A member of such a society is called 

an agent who constitutes the basic processing unit of a system. The agents in DAI are 
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different from ones in classical distributed systems in a sense that they are intelligent. In 

spite of the debate concerning the nature of intelligence [Minsky 86], many researchers 

in DAI support introducing attributes of cognitive concepts, such as intentions and 

beliefs, into agents [Dennett 87, McCarthy 79, Moor 85, Cohen and Levesque 90(1), 

Rao and Georgeff 91, Shoham 89, Singh 94]. By doing so, it enables researchers to 

understand, characterise, and analyse the behaviour of agents. The notion of 

intentionality is continuing to emerge as an influential theoretical concept and being 

used as a basis for a theory in DAI, which is called intentional theory [Cohen and 

Levesque 90(1), Levesque 90, Jennings 92, Castelfranchi 90, Wooldridge and Jennings 

95]. A number of terms which carry everyday definitions e.g. motive, intention, taste, 

etc. and therefore may be ambiguous are defined with respect to their use in this thesis 

in a glossary in Appendix E. 

However, literature study reveals that the intentional theory, which introduces pseudo­

mental terminology into agents in the field of DAI, e.g., an intentional stance using 

McCarthy and Dennett's term or Newell's knowledge level, does not solve all the 

distributed computing problems. There are still some remaining problems and some new 

ones: 

• BDI (Beliefs, Desires and Intentions) based agents represent the environment by~• 

beliefs and based upon these the agent chooses its action. When an agent 

represents other agents, it must represent their beliefs, desires and intentions. 

The other agents have beliefs about this agent, its beliefs and representations of 

them, ad infinitum 1• This raises a number of questions such as how to control its 

convergence? What is the essential content of this recursive representation? 

1Such a recursive representation shows the nature of cognition. However, it is impossible to be realised. The current 
approach is based on a first-order representation: another agent is the same as one's representation for oneself. The 
representation can then be refined via perception and interaction. 
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• Believing that there are other agents in the environment will cause an agent to 

act differently2. Is there a rational act and what is a rational act anyway? How 

can the rational act be achieved? 

• In a social context, intentional notions, based on a first-order representation and 

cognitive economy, tend to be inadequate in explaining an agent purposefully, 

spontaneously and autonomously self-organising. This is because that organising 

a group is not a productive action3, it is an intermediate act to affect on the 

environment. What is needed to motivate agents to organise a team? What role 

should an agent play in the team? What kind of behaviour should an agent adopt 

to keep its beliefs consistent and to benefit the team? Overall, an extension of 

belief revision and nonmonotonic reasoning to a group of agents is needed. 

• Extending this anthropomorphic terminology from a single agent to multiple 

agents raises the question about how the entire system will behave. It may be 

desirable in the research where a multi-agent system is used as a tool to simulate 

the social behaviours of the system. However, in industrial applications, like 

multi-robot systems, simulation is not enough, and a more reliable and 

controllable scheme is needed. 

In summary, the initial motivation of this research is to question the suitability of the. 

intentional theory to DAI systems and to supplement any theoretical supports should 

they be required in the development of a model of multi-agent cooperation. 

2 This can be explained by an agent's belief that the environment changing is due to the actions of other agents. This 
is the cognitive economy viewpoint, because it is much simpler than trying to cope with a random and 
unpredictable environment [Huhns, M. in Singh 94 Foreword]. 

3 A productive action refers to the idea that the agent's action should be consistent with its beliefs, and has a direct 
effect on the environment and brings benefit to the agent. 
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1.3 Research in DAI 

There are two main subfields of research in DAI that can be viewed as occupying the 

two extremes of a spectrum. Distributed problem solving (DPS) [Smith and Davis 81, 

Findler and Gao 87, Decker 87] lies at one extreme while cooperative problem solving 

(CPS) [Wooldridge and Jennings 94(2), Demazeau et al. 90, 91, 92] lies at the other. 

1.3. 1 Distributed Problem Solving 

The goal of distributed problem solving is to create a team of cooperating agents that act 

together to solve a single problem, such as a distributed vehicle monitoring test~ed 

[Lesser and Corkill 83] or monitoring a network of sensors (HEARSAY II) [Erman 80]. 

Normally this single problem can be decomposed into a number of sub-problems. The 

sub-problems can be solved by carefully designed and engineered agents or a group of 

agents. All interactions, such as coordination or cooperation, are incorporated as an 

integral part in the design of a system on the whole. Therefore, through individual 

agents' efforts and their interactions with one another the problem can be solved. DPS 

can be therefore viewed as a top-down designed system. 

1.3.2 Analysis of DPS 

In theory, DPS represents an answer to the naive question: "How should a task be 

divided into subtasks so that they can be performed concurrently in an efficient way?" 

[Tokoro 96]. A system constructed using the DPS approach is regarded as a closed 

system in this research as the purpose and the functionality of the entire system can be 

defined when it is designed. The DPS approach in this system is to look for parameters 

that maximise a value obtained from an evaluation function, therefore it relies on the 

boundary of the problem and the functions of the system being well defined. The 

dominant philosophy in DPS in general is reductionism achieved by decomposition. The 
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reason for this is that the research assumes that agents have only incomplete knowledge 

and functionality in a problem domain. The theoretical research is focused on 

organisation, both concurrent and parallel. Therefore, DPS approach has the advantage 

of being implementable. Actually, it has enabled many useful application systems to be 

developed [Lesser and Corkill 83, Erman 80]. In summary DPS can be viewed as trying 

to solve large problems4 in an efficient way. 

However, DPS fails to exploit the full potential of the multiple agents' paradigm. It has 

a few disadvantages if it is put into a wider range of problem domains, e.g., open 

systems or multiple tasks. These possible disadvantages are listed below: 

• System structural arrangement 

In DPS, the overall structure of a system is defined by the designer of the system 

when the system is constructed. The structure can be centralised, a master-slave 

model, or hierarchical. The purpose of the structural arrangement is to ensure the 

avoidance of any potential conflicts, deadlocks and resource starvation at the 

system level. This systemic structural arrangement is static and inflexible. Once 

the system is put into application, it is difficult to modify. 

• Limitation of agent's autonomy 

The role of an individual agent in a system is pre-defined by the system designer.· 

The specific assigned roles and the higher level systemic restrictions add extra 

constraints to individual agents. It appears that the agents cooperate to 

accomplish a given task in the overall system, but actually the agents themselves 

are only role players and are not aware of other roles. Therefore, an individual 

agent cannot be said to be a real autonomous agent in the sense of general 

4 Here large means the problem is too large or too complex to be solved by a single agent. 
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autonomy5
• On the other hand, because of the dominance of the holistic view, the 

majority of these systems adopted the benevolent assumption6
• In such cases, the 

agents' predisposition is to be helpful to others, even to the detriment of their 

own problem solving in some cases. This is also erosion of their autonomy. 

Hence the agent in a systemic structural arrangement is not a social agent, and a 

number of agents situated in this structure are not a social team either. This is 

because the individual agent does not have a consciousness of the existence of 

others and therefore cannot interact with them intentionally. 

• The agenthood is weak 

DPS does not have a notion of a group instead the agent in DPS has a notion of 

self. This means that the overall goal of the system is not known by all the 

members and the individual agents pursue different goals for their own benefit, 

instead of the common goal of the entire system. If an agent adopts a benevolent 

stance, then it may detract from its own problem solving process to respond to 

another agent's request for help and thus detract from the system as a whole. 

• Failure to deal with multiple tasks 

DPS is insufficient to deal with multiple goals or multiple problem-solving plans. 

In DPS, there is no united worthwhile notion of an overall system making a. 

decision about which goal to adopt and which plan to execute and who is going 

to do what and when. 

• It is not sufficient for an open problem 

5 General autonomy here means that an agent should and can decide for itself which goals to adopt, how the goal 
should be pursued and which action should be performed and when. 

6 That is an agent is willing to perform all tasks requested by its acquaintances and volunteered its services to others. 
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Based on a premise of a closed problem, systems built with DPS approach have a 

clear boundary and functions of the systems. They restrict the system's ability to 

handle changes in the architecture of the system. Another disadvantage of DPS is 

that if the central computer or master computer fails to perform, if the structure 

is centralised or in master-slave model, then the whole system fails. 

1.3.3 Cooperative Problem Solving 

In contrast to the systems with DPS approach, systems with CPS approach are not 

restricted to solving a single problem or to performing a single task. The most 

significant difference lies in the individual agents. In CPS, agents are autonomous and 

mostly pre-existing. The research is focused on how to achieve a co-ordinated intelligent 

behaviour, and possibly cooperation or competition among a collection of autonomous 

intelligent agents. Although an agent in CPS can be a specific task performer or a 

particular expert, situated in an agent's society, it should coordinate its knowledge, 

belief, skills, and plans not only to achieve its own goals, but also the goals of the 

society as a whole [Bond and Gasser 88]. Since agents in CPS are designed first, CPS 

can be viewed as a bottom-up designed system. 

1.3.4 Analysis of CPS 

CPS can be viewed as trying to answer the question, "Can each agent obtain higher • 

benefits by working as a group rather than working in isolation?" [Tokoro 96]. This type 

of agent differs from the agent in DPS in the respect of having a notion of society. The 

dominant philosophy in CPS is that the success of the individual is the sole metric for 

the performance evaluation of the system. The research is very much focused on the 

following: what is an individual agent? What kind of attributes should be included in an 

agent? How should an agent act in a multi-agent environment? 
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The practical advantages of this approach are that it narrows down the problem scope, 

and reduces the amount of design at the level of the overall system. It has the theoretical 

advantages of being able to include many other developed theories such as, Game 

Theory, Biological Evolution, Ethnology, Economic Sociology, and so forth. However, 

this agent-centric view also has disadvantages: 

• Problem solving strategy 

Since the individual agents have been intensively focused, they are often designed 

to maximise their individual benefit or to maximise their individual utility and 

adopt a self-interested stance. When placing this kind of agent in a social context 

to form an agent's community, any kind of possible social aspects may be 

destroyed. 

• The notion of organisation is weak 

Because the spirit of CPS is to cope with dynamic situations and openness, its 

bottom-up design strategy usually emphasises the bottom and ignores the top. In 

the real world an agent cannot exist in isolation. Agents are inevitably 

interdependent, interacting, and influencing with each other to some degree. 

Lack of an organisation notion [Ndumu 97] will lead self-interested agents into 

anarchy. They will struggle for bounded resources such as time, space and power . 

even if this behaviour detracts other's benefit or the community's performance. 

• Non-predictable system behaviour 

The overall multi-agent systemic behaviours in an agent-centric approach emerge 

from the interplay between the agents. Therefore, it is extremely difficult to 

predict or control a larger system's behaviour or performance. This might be 

desirable for social simulation and multiple computer system's simulation 
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[Gilbert 94]. But it is obviously not desirable for industrial and commercial 

application. Nobody can afford a "black art" [Jennings and Campos 97, page 12] 

kind of solution to a real problem. 

Many researchers have noticed the downsides of the agent-centric approach [Jennings 

97, Wooldridge 96, Tokoro 96]. A significant proportion of the current research in the 

field of CPS is focused on trying to attain socially responsible behaviour in an agent. 

This has been identified by Hewitt and Gasser [Hewitt 91, Gasser 91] as a key problem 

in the area. To date, a wide variety of solutions have been provided. They include the 

redefinition of the attributes of an agent, e.g., Jennings' social level [Jennings and 

Campos 97], meta-level inf01mation exchange, communication, behavioural law, 

decision making, negotiation, and so on. All these researches are still starting from and 

based upon individual agents, taking the social context into account to pursue an agent's 

sociable behaviour. Unfortunately, they only emphasise the agent's cooperation model 

but not the organisation model. 

To sum up, there is reductionists' work formed in DPS, which is insufficient to handle 

open problems. Its system level arrangement detracts from an agent's autonomy. 

Although the holistic view in DPS may influence the design that enables benevolent 

agents to be adopted, it fails to exploit the full potential of a multi-agent system. 

However, its fixed structural arrangement has the advantage of implementation, 

evaluation and analysis of system performance. On the other hand, the constructionists' 

based work, in the CPS approach, aiming for open systems emphasises individual 

autonomy. It does not have an agent's systemic concept because the system is open. The 

consequence of this is that its overall system performance is unpredictable. Eventually, 

its implementation becomes something of "black art." 
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1.3.5 What is Missing in Existing Approaches? 

Up until now, many researchers have noted that it is interesting to view agents as 

artificial lives [Langton 93, 94]. In comparison with humans and human society, two 

things are missing in the current DAI research. 

1. An explicit model to represent the social characteristics of an individual 

agent. [Moulin and Chaib-Draa 96] 

Miller and Rice said: 

"An individual has ... no meaning except in relation to others with whom he 

interacts. He uses them, and they him, to express views, take action, and play 

roles. The individual is a creature of the group, the group of the individual." 

(Quoted from [Miller and Rice 67] page 17) 

This may be a one-sided and arguable statement, but it does reveal the 

importance of social characteristics of an individual agent in a social context. A 

human, as a creature of the group, inherently possesses the characteristics of 

perception and involvement towards one or more groups by bearing groups' 

norms and values. Its corresponding concept in theory is described in 

relationship with other individuals. This relationship is further described by a 

notion of organisation [Miller and Rice 67], such as mother and me, the family, 

class, school, and so forth. As described in the previous subsection, the current 

approaches have insufficient representation of !his social organisational 
.~ 

characteristic in an individual agent's model. In DPS approaches, the agents 

under the systemic arrangement are only role players. They do not have a built-in 

model of organisation. The role of an agent is pre-defined by the system designer 

to facilitate a particular design purpose. The agent itself has no concepts of 

organisation and the existence of other agents, and thus can not interact and use 
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them intentionally. A group of agents may work cooperatively nevertheless the 

cooperation is again a systemic arrangement. In CPS approaches, agents have 

been intensively focused. They are more likely to adopt a self-interested stance, 

although this self-interested stance does also not exclude an agent's social 

characteristics. However, its social characteristic is represented integrally in the 

agent's conventional action model, which is a first-order intentional model 

[Dennett 87, McCarthy 79, Cohen and Levesque 90(3)] that models an agent's 

action with beliefs and goals. Under the dominant philosophy of maximising an 

agent's individual utility, the first-order intentional theory is insufficient · to 

explain the agent purposefully self organising or involving an organisation. 

Cohen and Levesque noticed that an action in a social perspective is grounded in 

the actions of many agents' activities taken together, it is no longer a matter of 

individual choices [Cohen and Levesque 90(3)]. Gasser also indicates that the 

current CPS approaches have to change to adopt the social perspective [Gasser 

91]. He explains the reason of this change is that, "Many concepts associated 

with individual agents are, in sociological terms, reifications constructed through 

joint courses of actions and made stable by webs of commitment, or alliances 

among the agents using them." Therefore a separate and explicit model of 

organisation is necessary for an agent's social behaviours. 

2. The concept of organisation itself as a dynamic intermediate granularity 

between an agent's group and a group of agents. 

As described in the above subsections, an agent's group refers to the systemic 

arrangement in the DPS approaches where agents are incorporated as an integral 

part in the design of the whole system. If the system on the whole can be viewed 

as an agent's organisation, this organisation is designed by the system designer 
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when the system is constructed. It is a top-down design approach, and thus it is 

static and inflexible to a large degree. Once the system is constructed, it is 

difficult to change. It does not support automatic scaling-up of the systemic 

functionality. A group of agents refers to a collection of agents in the CPS 

approaches. Although its bottom-up design strategy is useful for solving the 

systemic scale-up problem, unfortunately the scale-up is based on an emergence 

from the interplay between agents. It has the problem of convergence since there 

is not a control scheme to ensure the systemic convergence and to prevent 

anarchy. An intermediate organisation notion is necessary, lying between the 

static systemic arrangement and the non-controlled free merging. It can be 

viewed as a controlled bottom-up scheme where the function of its components, 

rather than an individual itself is defined. The systemic convergence can be 

controlled by the manner of its components' merging. Therefore it enables study 

of the features of the organisation, such as its formation, functionality, 

communication vocabulary, languages, protocol, and problem solving 

coordination method. Its overall systemic performance can be controlled and 

evaluated. In this way, the bottom-up design approach with CPS technology will 

no longer be a form of "black art." 

1.4 Original Contributions 

This research is concerned with developing a framework for multi-agent cooperation 

particularly for cooperation between multiple autonomous, pre-existing robots. Four 

complementary efforts are represented in the thesis: 

• Construction and implementation of a test-bed 
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A parameterised multi-agent cooperation test-bed is built. It is used to implement 

the existing multi-agent cooperation frameworks to identify their shortcomings, 

which in turn set the objectives for the new cooperation framework. The test-bed 

is also used to test the theory and the model developed in this thesis against their 

claims. Finally the implementation of the framework for control of multiple 

robots' cooperation is built, based on this test-bed. It also provides guidelines for 

other applications. 

• Development of a novel cooperation framework 

With an understanding of the features of the problem and the necessity of a new 

approach to the problem revealed by empirical experiments in implementing the 

existing cooperation frameworks, a multi-agent cooperation framework called 

Shifting Matrix Management (SMM) is then proposed. It is a refinement and an 

integration of the DPS and the CPS approaches inspired by organisation theory 

and economic team theory. Within this framework, a dynamic, temporary 

organisation of multiple agents in the form of a team is constructed. Tasks for 

the system are accomplished in the form of teamwork. 

• Development of a quantitative action theory 

A quantitative action theory is developed as a supplement to the existing. 

intentional theory. It is identified in this research because the intention theory 

does not address the choice of an agent to realise their intention. The quantitative 

action theory enables a more complete, comprehensive and rational model of 

multi-agent cooperation to be developed, because the theory explains why an 

agent chooses and adopts a particular way to achieve its intended goal and to 

what extent an agent ought to insist on its choice of action. 
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• Development of the SMM model 

The SMM model is a formulation of the SMM framework. It is developed to 

make the theory mathematically tractable and to map the theory to its 

implementation. It also provides guidelines for designing any similar multi-agent 

cooperational implementations. 

1.5 Thesis Outline 

Chapter 2 presents the construction of a test-bed. It is based on in-house software called 

Algorithmic and Rule-based Blackboard System, ARBS for short. The three purposes .of 

building the test-bed can be identified as: 1) gaining the first experience of building a 

multi-agents system and thus developing an understanding of the practical issues around 

an application system, 2) enabling different cooperative frameworks to be implemented, 

studied and evaluated, 3) using it to synthesise existing approaches for identifying 

theoretic requirements to support the development of a general multi-agent cooperation 

model. 

Chapter 3 and 4 report practical experiments of existing cooperative frameworks. It is 

the first method adopted in this thesis to develop a new multi-agent cooperative 

framework, which is classified as learning by doing. Two influential cooperative 

frameworks named the Contract Net and the CPS framework are introduced, · 

implemented and tested respectively on the test-bed to study their applicability in the 

problem domain. The implementation and tests are aimed at identifying shortcomings of 

the frameworks and objectives for the new cooperative framework. Chapter 3 reports the 

implementation and tests of the Contract Net framework, and Chapter 4 reports the 

implementation and tests of the CPS framework. 
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Chapters 5, 6 and 7 represent the main theoretical contribution of this research. The 

SMM framework is proposed in Chapter 5. It is proposed because of problems 

perceived in the implementation of existing cooperative frameworks and draws upon 

ideas from other fields. The latter is the second method adopted in this thesis which is 

classified as learning by analogy. The SMM framework inspired by organisation theory 

identifies six stages in a cooperation process. This six-stage framework sets up general 

objectives for a theory development. 

Chapter 6, as the second part of theoretic contribution, provides a quantitative decision 

theory. It is developed because the SMM framework identifies that both intention from 

intention theory and social dependence from behaviour theory are inadequate in 

explaining an agent's choice between alternative actions in achieving an intended goal. 

The quantitative decision theory reveals an agent's decision on actions depends on 

another mental state named preference. It is represented by three quantitative functions 

that the agent adopted. 

Chapter 7, as the conclusion part of the theoretical contribution, develops a general and 

abstract model. This can cover a wider range of applications by serving as top-level and 

abstract specifications for building multi-agent systems. 

Chapter 8 provides empirical evaluations of the SMM model. Taking control of. 

cooperation between multiple robots as an example implementation of the SMM model. 

A number of controlled experiments are under taken, varying the impact of the variables 

in the SMM model on the systemic behaviour. Comparison between the SMM model 

and the other models, which were initially investigated, are taken to test the benefits of 

the SMM model. The tests' results are reported as proof of the claims. 
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Chapter 9 provides a summary of this research with some concluding remarks. Several 

ideas for further investigation are given. 

.. 



Chapter 2 

Developing a Multi-Agent System 

"Starting from scratch is only tnJing to emphasise the difficulty of a job. It is 

not always true in a sense that the job is part of other larger job which has 

been put forward by someone else; the tools used in doing the job have been 

invented by someone else; the way of doing the job has been proved by success 

or failure of many other similar jobs; ... After alt any task is part of a larger 

task if you come out of your working domain. So, be wise, never say start 

from scratch, say how you are using the results from others' work." 

-- A Chinese proverb 

This Chapter describes the development of a multi-agent system. It has the following 

three objectives: 

1. Helping to develop an applicable and simple-to-use framework for control of 

multiple robots' cooperation. 

2. Functioning as a test-bed that enables different cooperation schemes to be 

implemented, studied and evaluated. 

21 
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3. Acting as a means to synthesise existing approaches, to identify theoretical 

requirements to support the development of a general multi-agent cooperation 

model. 

The chapter is arranged in the following manner: section 2.1 describes an in-house 

software system adopted in building the multi-agent system. Section 2.2 describes the 

representation of agents in the system. Section 2.3, introduces a new paradigm which is 

implemented in this multi-agent system and enables different cooperation schemes to be 

studied. Finally, section 2.4 provides the construction of the test-bed with control of 

multiple robots' cooperation as an implementation of the multi-agent system. 

2.1 An In-house Software - ARBS 

ARBS - Algorithmic and Rule-based Blackboard System, 1s a blackboard system 

developed at the Open University initially for building different knowledge-based 

systems [Hopgood 93, 94, 97]. It is a general toolkit since it enables many other 

knowledge modules such as rule-based, procedural and neural networks, and also 

enables many different inference mechanisms such as forward chaining, backward 

chaining and "hypothesise-and-test" [Hopgood et al. 93, Hopgood 97]. The variety of 

options and the flexibility of ARES are the main reasons why it is adopted in developing 

the multi-agent system. 

2. 1. 1 Overview of ARBS 

ARBS is based on the blackboard model [Hayes-Roth 85, Engelmore and Morgan 88]. 

In this, a problem, represented by a certain model, and its solution or part solution, 

evolves in a global memory area, which is called the blackboard. Knowledge about the 

problem is divided into modules, which are called knowledge sources (KSs). Each rule­

based KS contains a knowledge base and an inference engine, which enables the 
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knowledge to be applied towards a final solution for the problem from the current state. 

Problem solving is an incremental process, where each KS reads information from the 

blackboard, adds new information to the blackboard and deletes old information as 

shown in Figure 2.1. 

KS1 Inference Knowledge - - -~ - engine ~ base 

KS2 Inference Knowledge _.. ... .... - - engine - base 

Blackboard 

◄ K~►11 I I 
Procedure 

I 

I 

I 

I 

I 

KSn Inference Knowledge .... ... -- - engine - base 

Figure 2.1 ARBS Architecture [Hopgood 93] 

2. 1.2 Knowledge Sources in ARBS 

Each KS in ARES is contained in a record. Its structure is shown in Figure 2.2. There is 

a set of preconditions, in the preconditions field, which specifies the conditions that 

must be satisfied before the KS can be activated. There is also an activation flag field 

which can be set to switch the KS on or off. ARES has a control model which is similar 

to forward chaining within a rule-based system. It examines each KS in turn, testing the 

preconditions and activating the KS if the preconditions are satisfied. This is the 

simplest strategy based on "first come first served" forward chaining [Hopgood 93]. 

More sophisticated strategies can be applied to the selection of knowledge sources if it 
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is necessary. There are three basic types of knowledge source m ARBS. They are 

procedural, rule-based and neural networks. 

When a KS is activated, it applies its knowledge to the current state of the blackboard, 

adding to it or modifying it. The entry in the KS type field states whether the KS is 

procedural, rule-based or a neural networks KS. If a KS is rule-based then it is 

essentially a rule-based system in its own right. The rules field contains the names of the 

rules to be used and the inference mode field contains the name of the inference engine. 

When the rules are exhausted, the KS is deactivated and any actions in the action field 

of the KS are performed. These actions usually involve reports to the user or the 

addition of control information to the blackboard. If the KS is procedural or neural 

networks', then the required code is simply included in the action field and the inference 

mode and rules fields are not used. 

E.g. "rule-based", 
"procedural", or 
"neural network" 

' KS type 

Conditions to make the KS active 
(same syntax as standard rule conditions) 

Inference 
mode 

r 

l 
Preconditions 

Names of rules 
(rule-based KSs only) 

Firability 
Actions Rules flag 

Executed on deactivation of the KS . I (same syntax as standard rule conclusions) 

Inference mechanism 
(rule-based KSs only) 

"True" or "false" 
(used for switching 
on or off the KS) 

Figure 2.2 A knowledge source in ARBS [Hopgood 93] 

The blackboard architecture is able to bring together the most appropriate KS for 

handling specific tasks [Nii 86]. Procedural tasks are not entirely confined to procedural 

KSs, since rules within a rule-based knowledge source can access procedural code from 

either their condition or conclusion parts, which can be seen from the next section. 
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A knowledge source in ARBS has flexibility with regards to its size and complexity as 

well as type. A KS in ARBS can vary from simple structures that have a single 

procedure to large rule sets, which access many procedures and functions. 

2.1.3 Rules in ARBS 

Rules are used in ARBS in two contexts: 

• to express domain knowledge within a rule-based knowledge source; and 

• to express the applicability of a knowledge source. 

Just as knowledge sources are activated in response to information on the blackboard, ·so 

are the individual rules within a rule-based knowledge source. The main functions of 

ARBS' rules are to look up information on the blackboard, to draw inferences from that 

information, and to post new, or delete old information on the blackboard. Apart from 

procedural KSs, procedures and functions can also be directly accessed from within the 

condition or conclusion parts of any rules. This would typically be for numerical 

calculations, external communications or database lookup. 

Each rule is a list comprising four elements in ARBS: a number to identify the rule, a 

condition part, a rule operator "implies" and a conclusion part. A rule is therefore 

defined as follows: 

Rule:: [number condition implies conclusion], 

where the condition may comprise subconditions joined with Boolean operators AND 

and OR. The depth of nesting of Boolean combinations of condition statements is 

limited only by their understandability. The conclusion can contain any number of 

statements. Atomic conditions that do not contain any Boolean operators can be 

evaluated in any of the following ways: 
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• test for the presence or absence of, and look up, information on the blackboard; 

• run algorithms which may return numerical or Boolean results; 

• numerical comparison of variables, constants, or algorithm results. 

The conclusions, or subconclusions, can comprise any of the following: 

• add to or remove information on the blackboard; 

• call procedures, optionally adding the results to the blackboard; 

• report actions to the operator. 

Whilst this is a fairly simple philosophy, it provides a flexible and powerful rule 

structure in which complex conditions and conclusions can be constructed. The flow of 

information between different parts of the same rule is made by an extensive use of local 

variables. In contrast, rule-to-rule communication is carried out through the blackboard. 

2.1.4 Blackboard in ARBS 

In ARES, the blackboard is made up from a list in the Pop-11 language. Therefore, 

adding or deleting a partition of blackboard is implemented by adding or deleting a 

sublist from a list which is the blackboard itself. Posting or removing a statement from a 

partition of the blackboard is also implemented by adding or deleting an elemental list 

from a list. The retrieval of information from the blackboard is realised by the pattern- · 

matching facilities provided by Pop-11. It can be demonstrated by considering a rule: 

[101 ; ; ; the rule number 

l. 

] 
implies 

[present [task is ?task] task_generation] 

[report [task appears on the blackboard] nil] 
[add [task is -task] task_to_bid] 
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This rule examines the partition of the blackboard called task_generation. Like all the 

blackboard partitions, task_generation is a list. Supposing that task_generation 

contains the sublist: 

[task is [move [discs a b c] from pilesl to piles3] ], 

then the condition of the rule is true, and the local variable task would become bound to 

list [move [discs a b c] from piles1 to piles3]. This simple condition has thus checked 

for the presence of information on the blackboard and retrieved information. The first 

conclusion of the rule reports the deduction that task appears on the blackboard to the 

user to indicate that the system is now processing the task. The second conclusion of the 

rule involves adding information to a new partition named task_to_bid of the 

blackboard. Notice the use of the '~' symbol, which instructs ARES to replace the word 

task following the symbol with its current value which is a list. 

2. 1.5 Inference Engines in ARBS 

The strategy for applying rules is a key decision in the design of a system. ARES 

provides a greater flexibility by allowing different inference engines. The inference 

engines provided by ARES include forward chaining, backward chaining and 

"hypothesise-and-test." The first two inference engines for rule-based KSs involve using 

either single or multiple instantiation of variables in ARBS. ARBS also has provision of 

using the hybrid inference mechanism which is an inference mechanism that can be 

thought of as part forward chaining and part backward chaining [Hopgood 93]. The 

provision can construct a network, prior to running the system, representing the 

dependencies among the rules to support the hybrid inference mechanism. These 

different inference engines provide a flexibility that enables knowledge sources to use 

whichever inference mechanism is most appropriate. 
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To sum up, ARBS is based on the blackboard model with variety of knowledge modules 

and flexible inference engines. A blackboard system is analogous to a team of experts 

who communicate their ideas through a physical blackboard, by adding or deleting items 

in response to the information that they find there. Each knowledge source represents 

such an expert having a specialised area of knowledge. Knowledge sources are applied 

in response to information in the blackboard, when they have some contribution to 

make. This leads to increased efficiency since the detailed knowledge within a 

knowledge source is only applied when that knowledge source becomes relevant. 

Besides the modularity and the flexibility, ARBS also inherits features from the 

blackboard model such as multiple participants, opportunism in knowledge application 

and incremental problem solving. All the above features make it an ideal in-house 

software to build a multi-agent system. 

2.2 Representing Agents in ARBS 

An agent as a basic entity of a multi-agent system has to be defined and constructed 

before the multi-agent system can be constructed. Because ARBS provides great 

flexibility in both the modularity and grain-size of KSs, the model and the structure of 

an agent which is to be represented in ARBS are not necessarily fully developed. Any 

change in an agent's model can easily be represented by a simple modification to the . 

KSs. This is an important feature for the system and the test-bed that is to be built. 

2.2.1 An Agent's Model 

Modelling an agent and designing an agent architecture based on the model is an 

important research topic in the agent and multi-agent field [Wooldridge and Jennings 

95]. Maes defines an agent architecture as: 
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"[a] particular methodology for building [agents]. It specifies how ... the agent can be 

decomposed into the construction of a set of component modules and how these modules 

should be made to interact. The total set of modules and their interactions has to 

provide an answer to the question of how the sensor data and the current internal state 

of the agent determine the actions ... and future internal state of the agent. An 

architecture encompasses techniques and algorithms that support this methodology." 

(Maes 91, pl 15, quoted from [Wooldridge and Jennings 95]) 

The agent model adopted in this thesis relies heavily on the work presented in [Li et al. 

97]. The architecture of an agent is shown in Figure 2.3, which is a hybrid architecture 

that integrates both deliberative and reactive architectures. A deliberative architecture is 

also called a belief-desire-intention (BDI) architecture. It contains a symbolic world 

model, which develops plans and makes decisions in the way proposed by symbolic AI. 

Some examples of this architecture include STRIPS [Fikes and Nilson 71], IRMA 

[Bratman et al., 88] and GRATE* [Jennings 93b]. In contrast, a reactive architecture, 

which is capable of reacting to events that occur in the environment without engaging in 

complex reasoning. Examples include Subsumption Architecture [Brooks 86], PENG! 

[Agre and Chapman 87], Situated Automata [Rosenschein 85] and Agent Network 

Architecture [Maes 89, 91]. 



Task inpu t 

~ 
Message from 
other agent 

Commands 

Working Memory 

Agent 's perception of the world 

Chapter 2. Developing a multi-agent system 30 

Actor 

Symbolic Reasoning 

Agent's mental states 

Reac t ive layer 

Inference layer 

Modelling layer 

Figure 2.3 A hybrid agent architecture 

The architecture shown in Figure 2.3 comprises three components: working memory; 

symbolic reasoning; and an actor. A working memory represents the agent' s perception 

of the world. In a multiple agents' world any one agent's perception of the world is a 

subset of general world, so the same world can be interpreted differently by different 

agents. An agent's perception of the world includes social and cooperation laws, the 

existence of other agents and the current state of agents who exist in the agent's world. 

The symbolic reasoning represents the mental states of an agent, which is a two-layered, 

multiple processes reasoning device. Within this symbolic reasoning component, an 

organisation model is explicitly represented. The actor component repre ents the 

executable functionality of an agent. It performs the function of the agent's reactive 

behaviour, which is reacting to events that occur in the world without engaging in 

complex reasoning. 
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2.2.2 Representing Agents in ARBS 

An agent's architecture as shown in Figure 2.3 demonstrates what is needed for an agent 

in order for it to behave appropriately in the performance of a task, which may involve 

working cooperatively or working in isolation. The behaviours that are performed by an 

agent when it is involved in a task's performance, include the following as a minimum: 

• perception, 

• goal selection, 

• act selection, 

• planning, and 

• action. 

These behaviours reflect the separated steps 1 of a task's performance. If an agent is 

involved in the entire performance process of a task, then it needs to perform all of the 

behaviours identified in each step. However, a task's performance process may not 

always be the same or an entire process as stated above. Some tasks' performance may 

have fewer steps. The involvement in a task's performance by different agents may also 

be different because of agents' ability and the behavioural strategies adopted by the 

agents. One agent may be involved in a whole process while another agent may just be 

involved in a few steps. After all, when representing an agent in the context of 

performing tasks, it is not only the agent's architecture and the strategy adopted by the 

agent that need to be considered, but also the process of the tasks' performance. 

The diversity in both behaviour and strategy applied by individual agents at each step 

encourages the following representation in ARES: 

1 Here the term "steps" refers to subprocesses, which can be identified in a task's performance process. 
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1. The steps in a task's performance are represented by KSs. 

2. The agents' behavioural strategies in a step are represented by rules in the KS . 

Therefore an agent in ARBS is represented by a set of rules that are spread over the 

different knowledge sources that represent different steps of a task's performance. The 

rules and the knowledge sources communicate with other rules and knowledge sources 

indirectly through the blackboard. To reduce the search time to find a piece of useful 

information on the blackboard, the blackboard is partitioned into two blocks. They are a 

public area and the agents' private area. The public area is used to exchange information 

between agents. The private area is used to represent an agent's perception of the 

outside world. The representation of an agent is illustrated in Figure 2.4 where agents 

are represented by horizontal surfaces. 

...._ Shows the direction of problem solving 

~ Rules .:. :::w• ;"r ':::::,:•' 
Figure 2.4 Representation of agent in ARBS 

This agent's representation has the following advantages: 
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1. It separates agents from a task's performance process. In the above 

representation, a task's performance is represented by KSs and agents are 

represented by the rules in a KS, which refer to the agent involved in this step of 

the task's performance. In ARBS, rules in KSs are separate from the KSs in a 

sense that adding or deleting a KS will not affect the rules in other KSs. 

Similarly adding or deleting rules in one KS will not affect other KSs. Different 

tasks may request different processes during their performance. For example, a 

complex task2 may require planning, but an atomic task will simply need action. 

Therefore the separation of agents from the process of a task's performance 

enables addition or deletion of one or more steps in a task's performance without 

modifying the agents' behaviour in other steps of the task's performance. At the 

same time changing an agent's involvement in a step of a task's performance by 

adding or deleting rules in the corresponding KS will not affect other steps in the 

task's performance. This provides a great flexibility for testing different tasks' 

performance process and different cooperative schemes, which may involve 

different agents in different steps of a task's performance. 

2. It improves information exchange efficiency. Information among agents is 

exchanged indirectly through the blackboard in ARBS. A task's performance is 

decomposed into different steps, which are represented by KSs. This enables · 

each step to focus on a particular issue. When a KS is activated, participating 

agents are particularly focused on this issue through perceptions, actions and 

contributions to the task's performance. Thus there is less information to be 

exchanged at each step of task's performance compared with the information to 

2 A complex task is a task type in contrast with other task types such as atomic task and combination task. Their 
definitions are given in the next chapter. 
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be exchanged for a whole task's performance. It is also more efficient since the 

information exchanged is particularly focused. 

3. It enables cooperation at each step of a task's performance. Since agents are 

represented by rules in different KSs and each KS represents an individual step 

in a task's performance, an agent's contribution to the overall task performance 

is also divided into contributions at each step. This provides the possibility that 

agents cooperatively make contributions to the specific issue on which the step is 

focused. For example, instead of cooperation in a procedural manner such as one 

agent does planning and the other does the action, cooperation can occur in both 

planning and action. 

4. Easy to change an agent's behavioural strategy. In ARBS, a rule in a rule­

based KS can also access procedural code (see section 2.1.3). Procedural codes 

are normally written in C or other high-level languages, which are external to 

ARBS. It is therefore easy to write a different behavioural strategy using a high­

level language as external code and allowing different rules to call different 

external code to realise a different behaviour strategy (see Appendix D). 

2.3 A New Paradigm of Multi-Agent Systems 

With the above description of in-house software and the representation of an agent in 

ARBS, it is now time to describe the construction of the multi-agent system that is built 

to realise the three objectives listed at the beginning of this chapter. The above agent's 

representation in ARBS enables easy alteration to the number of agents in the system or 

the number of steps in a task's performance. A new paradigm is introduced to control 

the change of a task's performance process and the sequence of steps in a task's 

performance process. 
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In ARBS, three control mechanisms are provided to activate a KS. They are firability 

flag, inference mode and preconditions of a KS. The new paradigm makes use of these 

three control mechanisms together to build a general tasks' performance process by a 

number of KSs and a particular order of KSs. Since the inference mode provided by 

ARBS is first come, first served, this requests that all the KSs and the order of these KSs 

in a task's performance process has to be settled before the system can be used. In our 

multi-agent system one purpose of constructing such a system is to test existing 

cooperative schemes where KSs and the order of the KSs needs to be changed. These 

dynamics can be realised by using two other control mechanisms provided by ARBS. 

The new paradigm consists of the following points: 

1. A new public panel in the blackboard is set up particularly for KS sequencing. 

2. The preconditions of KSs are set-up to ensure that the designed sequential order 

is executed. Changing the sequential order of KSs can only be made by changing 

the preconditions of KSs. 

3. Adding or deleting agents from the system by adding or deleting appropriate 

rules in certain KSs. 

4. Adding or deleting new steps into a task's performance process by adding or 

deleting KSs. 

5. Switching the firability flag off and on can rest or activate existing KSs to be 

tested. 

With the above new paradigm, a basic multi-agent system is built with the following 

KSs and activating order. It is illustrated in Figure 2.5. Note that this multi-agent system 

is a basic system. It is based on the assumption and promises of the new paradigm that 

adding and deleting agents and steps in a task's performance process are both 
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convenient and simple. Actually, in existing multi-agent cooperation schemes, they do 

not have the same task's performance process nor do they have the same order. These 

differences allow different cooperations to be identified. The multi-agent system shown 

in Figure 2.5 can easily be modified to implement different cooperative schemes 

therefore it enables study and comparison to be carried out. 

Interlace KSs 
Type: Procedural 
Function: input tasks to the system and print i11fonnation to the mer 
Implementation: procedures are written in C and Pop-11 

Goal selection KSs 
Type: n,le-based 
Function: baied OIi personal motivation and knowledge select a 
gool(task) to fulfil the motivation 
Implementation: extemal procedures w1d mles. 

Act selection KSs 
Type: mle-based 
Function: based 011 personal knowledge to choose the best means 
(tewnwork onmrk alone) to achieve the selected goal 
Implementation: extemal procedures and niles. 

Planning KSs 
Type: ntle-based 
Function: constnict cm executable seque11ce of actions which ccu, achieve 
the selected goal i11 selected mew1s of achievi11g it 
Implementation: e.\1emal procedures a11d ntles. 

ActingKSs 
Type: procedural 

===-,----------" 

Function: carry out convnitted actio11 in a fixed actio11 pla11 
Implementation: e.11emal procedures writte11 i11 C and Pop-11 

Figure 2.5 A multi-agent system in ARBS 

2.4 Control of Multiple Robots Cooperation 
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This section briefly introduces the implementation of the multi-agent system, which is 

built in ARBS to control multiple robots' cooperation. This implementation has two 

purposes. One is to develop a control scheme that can be used to control multiple 

robots' cooperation. The other purpose is to construct a test-bed that can be used to 

evaluate existing cooperative schemes in multi-agent systems. 
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2.4. 1 The Robots 

The robots available are called MA2000. They are simple robots used for educational 

purposes. They do not have an in-built sensor system nor mobility3. Figure 2.6 is an 

illustration of one of these robots. 

Figure 2.6 MA2000 Robot 

Each robot has a control box and a host personal computer. They are used as user 

interfaces and a central controller for the robot. First, they receive control commands 

and programs from users or other computers. These commands and programs are then 

converted into motor driving signals, and finally drive different joints of the robot to 

move. The robot can perform pick up, move, and put down actions. Each MA2000 uses 

two coordinate systems to control its movements. The posture coordinates system has 

Waist, Shoulder, Elbow, Pitch, Yaw, Roll and Grip; the XYZ coordinates system has X, 

Y, Z, Azimuth, Meridian, Roll and Grip. Four control models are available to drive the 

robot: Drive (by control pad), Lead-by-nose, Continuing path and Off-line. The first 

three control models are constrained by the kinematic constraints deployed by each 

3 The mobility used here refers to change of the standing position. 
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physical joint when the robot is in use. The last control model breaks the link between 

valid coordinates and the kinematic constraints and thus the physical constraints have to 

be considered when the coordinates are generated. The robot's control models also 

provide facilities to specify moving speed and conditions. 

In the test-bed developed in this research, two robots are used4
• They are distributed and 

autonomous in the sense that data processing and signal control are generated by 

separate PCs. The off-line control model is used because the coordinates of movement 

are generated by a third party computer and not the host computers. Thus the kinematic 

constraints of each robot are stored and considered as part of the robot's inherent 

constraints when representing an agent's deliberative behaviours. For example, when an 

agent representing a robot is making a decision on certain movements, it ought to be 

concerned with whether the movements are possible or not. Both posture and XYZ 

coordinate systems are used in the system. 

2.4.2 The System Layout 

The multi-agent system in control of multiple robots' cooperation consists of a SUN 

SPARCstation where the ARBS based multi-agent system is running, a communication 

channel, two PCs and two MA2000 robots. It is shown in Figure 2.7. 

4 More robots can be used subject to availability. However this research defines that the relationship between robot 
and agent is one to many. This means that one robot can be represented by many agents. In this case the robot is 
the manipulator for many agents. 
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Figure 2.7 The system layout of the multiple robots' cooperation 

From Figure 2.7, the whole cooperative system is built on top of the existing robot's 

system. There is no modification to the existing robot's control system. The 

communication between the SUN and the PCs using the RS232 serial port is purely 

because of the convenience of the implementation. A wider communication channel 

could be implemented if it is necessary. In this system, robots are purely effectors of 

agents. Agents can be seen as the "minds" of the robots. One robot can be represented 

by one agent, or many agents can manipulate one robot. Such flexibility is realised by 

the links between agents and robots. A robot exists in a form of an external function in 

ARBS, where an agent bears a robot's physical constraints and any of its actions can be 

carried out by calling the corresponding external function of the robot. If there are many 

agents who bear a robot's physical constraints and call the robot's function, then the 

robot is a single manipulator for many agents. This flexibility brings economic benefit 

for the test-bed and enables the author to investigate the optimal representation of an 

existing physical device. 

The physical locations of two robots are illustrated in Figure 2.8, where two robots have 

an interaction area in order that some interactions can be performed. Despite the 

coordinate system used by each agent, there is an overall coordinate system used by the 
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system. The relationship of the different coordinate systems is also illustrated in the 

figure. 

z 
Z' Z" 

X,X',X" 

Figure 2.8 The locations of two robots and their coordinate systems 

2.5 Summary 

This chapter described a development of a multi-agent system. It is motivated by 

developing an applicable and simple-to-use framework for control of multiple robots' 

cooperation. This multi-agent system is not only for the application of multiple robots' 

cooperation but also for testing the effectiveness of existing cooperation schemes and 

identifying the theoretical requirements in development of a cooperation framework for 

multi-agent systems. In developing the system, ARBS, an in-house blackboard system, 

was adopted to construct a test-bed. The representation of individual agents was done by 

rules spread across the different KSs that represent the different steps in a task's 

performance, and a new paradigm for constructing and organising KSs was established. 

Using these a primary multi-agent system was constructed. Based on this multi-agent 
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system the control of two MA2000 robots' cooperation test-bed was constructed. This 

test-bed will be used for implementing and testing existing control schemes and 

enabling the identification of theoretical issues that need to be addressed. 



Chapter 3 

Implementation and Tests of Existing 
Frameworks(1) - The Contract Nets 

Learning by doing --

No practice, no comments. 

-- Mao Zedong (former president of China) 

A huge elephant could be eaten by a family of tiny ants. 

-- A Chinese proverb 

Developing a new framework for multi-agent cooperation is a difficult task. At least two 

approaches can be taken to alleviate this problem. One approach is to build more multi­

agent systems which can be classified as learning by doing and the other one is to draw 

upon ideas from other fields (e.g. management science, biology), which have 

considerable experience with their own multiple agents' systems. It can be classified as 

learning by analogy. The following two chapters will report the approach that adopts the 

learning by doing method. Empirical developments adopting influential cooperation 

frameworks were carried out to identify the shortcomings of the frameworks in the 

problem domain in order to establish the objectives for developing the new framework. 

42 
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The process of developing a new multi-agent cooperation framework in this thesis can 

be viewed as a refinement of existing frameworks. Based on the test-bed constructed 

and described in the previous chapter, the two most influential multi-agent cooperation 

frameworks from the two research approaches identified in Chapter 1 were 

implemented. The refinement of these frameworks was revealed during the actual 

implementation and tests, where some problems had been solved by one framework and 

new problems were also perceived. Eventually the process of refining the frameworks 

presented in the following two chapters ends with objectives for the new framework. 

The implementation and testing of the two existing cooperation frameworks are 

presented in a similar manner: a brief description of the cooperation framework is 

followed by the actual implementation on the test-bed, then tests based on generated 

hypotheses are provided, finally a discussion of the tests' results in which important 

points and perceived problems are presented as reasons for refinement. 

In this chapter, section 3 .1 provides a brief description of the first cooperation 

framework from the DPS approach namely the Contract Net framework. Section 3.2 

provides detailed implementation of the framework on the test-bed. The tests and the 

results are reported in section 3.3, followed by a discussion of the results in section 3.4. 

Finally section 3.5 provides a summary to constitute reasons for the refinement. 

3.1 The Contract Net Framework 

Research in developing frameworks for cooperation in DPS has a long history and many 

cooperation frameworks have been developed [Durfee et al. 89, Smith and Davis 81, 

Findler and Gao 87, Kornfeld and Hewitt 81]. The Contract Net cooperation framework 

developed by Smith and Davis [Smith and Davis 81, Smith 80] is adopted and 

implemented because of two principal reasons. One is the function of the framework, 
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Smith and Davis state this as "developing a framework for cooperative behaviour 

between willing entities" [Smith and Davis 81]. This is exactly one of the objectives of 

this research. Another reason is its form of problem solving. Contract Nets were 

developed with the metaphor of a group of human experts working together trying to 

complete a large task. The cooperation is in the form of agents dividing the workload 

between them and each agent independently solving some subproblems of the overall 

problem. This metaphor is similar to the blackboard metaphor of ARBS. 

The Contract Net framework was developed originally to solve the problem of 

allocating tasks in task-sharing cooperation [Smith and Davis 81]. Task sharing is a 

form of cooperation in which individual agents assist each other by sharing the 

computational load for the execution of subtasks of the overall problem. 

In the Contract Net framework, a contract is an explicit agreement between an agent that 

generates the task (the manager) and an agent willing to execute the task (the 

contractor). The manager is responsible for monitoring the execution of the task and 

processing the results of the executions. The contractor is responsible for the actual 

execution of the task. The individual agents are not designated a priori as manager or 

contractor; these are only roles, and any agent can take on either role dynamically during 

problem solving. Agents are therefore not statically tied to a control hierarchy. 

A contract is established by a process of local mutual selection based on a two-way 

transfer of information. In brief, the managers advertise the existence of the tasks to 

other agents with messages of the task announcement (Figure 3.la). Available agents 

who are potential contractors evaluate task announcements made by the task managers 

(Figure 3. lb) and submit bids on those for which they are suited (Figure 3. lc). An 

individual manager evaluates the bids and awards contracts for execution of the task to 

the agents it determines to be the most appropriate (Figure 3. ld). Manager and 
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contractor are thus linked by a contract (Figure 3. le) and communicate privately while 

the contract is being executed. 

TASK ANNOUNCMENT I TASK ANNOUNCMENT w 
I ~ I ~MANAGER 

MANAGER:7_ w 
• POTENTIAL I I CONTRACTOR 

MANAGER 

a. Sending a task announcement. b. Receiving task announcements. 

'~' I BIDS POTENTIAL 

AWARD 

1 __r t."" V CONTRACTOR . ~ ... CONTRACTOR 
MANAGER"" • MANAGER • 

I .., 
• POTENTIAL 

CONTRACTOR 

I ; 
TIAL 

NTRACTOR 

C. Bidding. d. Making an award. e. Manager-contractor linkage. 

Figure 3.1 The Contract Net framework [Smith and Davis 81] 

The negotiation process may recur. A contractor may further partition a task and award 

contracts to other agents. It is then the manager for those contracts. This leads to a 

hierarchical control structure that is typical of task sharing. The contents of the 

communication between manager and contractor are mostly that the manager supplies 

task information and the contractor reports progress and the eventual result of the task. 

3.2 Implementation of the Contract Net 
Framework 

Implementing the Contract Net framework in control of multiple robots' cooperation 

was straightforward once the test-bed had been constructed. However, two points 

associated with the implementation have to be clarified here. Firstly, the purpose of 
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implementing the Contract Net framework is to test its applicability and the possible 

inadequacy in the problem domain. It is not intended to provide a general judgement 

about the Contract Net framework itself. Therefore in order to anchor the framework 

into a context, a detailed description of the implementation on the test-bed is provided. 

It includes the blackboard partitioning, the messages used in the communication 

process, and the KSs' arrangement. Secondly the test, which will be described in the 

next section, and the results of these tests are based on the system that implements the 

Contract Net framework. This is to say that the tests' results and the discussion of the 

results are focused on the implemented system. They are also not a general judgemenf of 

the Contract Net framework. Therefore any claims made about the Contract Net 

framework by default only applies in the problem domain and the system built on the 

test-bed. 

With this clarification, implementation of the Contract Net framework can be pursued. 

The implementation took place by re-configuring the general multi-agent system on the 

test-bed described in the previous chapter. It includes resetting the blackboard panels1 

and adjusting the rules and KSs to enable the Contract Net framework to take into 

account such factors as the number of agents that represent available robots; the number 

of robots available in the system; the communication methods; the message format and 

the working process of the cooperation framework. 

3.2. 1 Blackboard Partition 

In the Contract Net framework, a contract is set up by a series of communications 

between a task manager and contractors. The communication process consists of 

advertising, bidding and awarding. This two-way information transfer involves formats 

1 Resetting the blackboard panels is realised by adding new sublists into the list of the blackboard list. It is an 
advantageous feature of ARBS (see section 2.1.4 in Chapter 2). 
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of one-to-one and one-to-many. A task manager who initiates a contract advertises the 

existence of the task to other potential contractors with a task announcement message 

(see Figure 3.3). The task announcement can be addressed to all agents in the system 

using general broadcast, which is one-to-many or to a single agent, which is one-to-one. 

Bidding is when a willing agent submits a bid in response to a particular task 

announcement. Awarding is where a task manager informs associated bidders that they 

are now contractors for the task. To support these different formats of communication 

the blackboard has to be partitioned with necessary message pools, which are the new 

panels in the blackboard. Extending the original blackboard partition strategy as a public 

information memory, this implementation sets up agents' private panels on the 

blackboard as can be seen in Figure 3.2 compared with Figure 2.5. 

task_decompose_knowledge 
task_decompose_counter 
task_constraints 

task_input 

task_to_bid 

task_decompose_knowledge 
task_planning_knowledge 

current_contract 
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task_decompose_counter 
task_constraints 

Interface KS Agcnt0 

Agent, 

Agent2 

Agent3 
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Agent3 
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Figure 3.2 The blackboard partition for implement the Contract Net framework 

The private panel strategy means that only the agent itself and the other agents who have 

permission from the agent can access the partitions in the private panels. For example, 

the current_task partition on agent1 's panel can be accessed by agent1 for checking if 
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there are still any tasks that need to be performed. It may also be accessed by agent2 for 

awarding task7 that agent, was bidding to perform. In this case agent2 is the manager of 

task7 and agent, gives permission to agent2 to access its partition in the private panel 

with its bidding message. This is explained in more detail in the next section. 

The contents of each partition in both agents' private and public panels are indicated by 

the name of the partitions. For example, current_task records the locally queued tasks 

that are waiting to be performed. Current_contract records the valid contracts with other 

agents in which both the name of the task manager and the contractors are recorded. 

Task_bids records the received bids of the advertised tasks. Task_decompose_counter 

records the subtasks decomposed from a task, with this record the agent is able to tell 

that a task is completed when all its subtasks have been completed. If there is a strict 

sequence required among the subtasks of a task, this is recorded in the partition 

task_decompose_counter. The partition task_decompose_knowledge records the 

agent's inherited and learnt knowledge. The actor partition is used to keep track of 

which robot is acting for which agent or agents. As described in section 2.4.1, the test­

bed constructed in this research separates robots from agents. Many agents can represent 

one robot. The representation of a robot by an agent is realised with an external 

function, which identifies the functionality, the area of the robot's coverage and the 

physical constraints of the robot. The actor partition in an agent's panel keeps the 

functions name of a particular robot. In this way, the agent represents a robot with 

knowledge of the robots functionality, coverage and constraints, which will be used to 

select a task on which to submit a bid. 

The task_decompose_knowledge and the task_plan_knowledge partitions in the public 

panel are used to store organisational knowledge [Steers 77]. This is the knowledge of a 

contract. After a contract has been successfully completed, all the agents in the system 
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learn the knowledge for future contracts. 

3.2.2 Message Structure and Transfer 

The Contract Net framework requires each message type to have slots for task-specific 

information. The slots have been chosen to capture the types of information that are 

usefully passed between agents to determine appropriate connections without excessive 

communication. In this implementation, three main types of message are shown in 

Figure 3.3. 

Type: task announcement 

From: agento 

To: task_to_bid (a broadcast message) 

Contract: 01-11-02 

Task Abstraction: 

task type: performing 

task: Left_release 

Eligibility Specification: 

must sit in the area 

must have the knowledge of how to perform the task 

must perform part of part of action 

Task announcement message 

Type: bid 

From: agent3 

To: agento 

Contract: 01-11-02 

Actor Abstraction: 

position: position3 

coverage: all the area within robot! 's reach 

knowledge: know how to move blocks within 
the coverage range 

functionality: can perform all the actions needed. 

Type: award 

From: agento 

Task bid message 

To: agent3 

Contract: 01-11-02 

Task Specification: 

Left_release 

Task award message 

Figure 3.3 The structure of the messages used with the Contract Net framework 

The way that an appropriate resolution is accomplished in this application was done 

with the powerful facility of the conclusion part of a rule provided by ARBS. In this a 

rule can add appropriate information onto a selected partition of the blackboard. For 
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example, if considering the message exchanged between a task manager and potential 

contractors, the task manager advertises its task using a task announcement message 

shown in Figure 3.3 and posts on the partition of task_to_bid on the public panel. This 

is a broadcast that every agent in the system is able to view. In the message, the task 

abstraction is both the type of task and the task itself. The task in the task slot of the 

task announcement message enables a potential contractor to determine to which one it 

should respond. The eligibility specification indicates that the only agents who should 

bid for this task are those which 1) must sit in the area, 2) have the knowledge of how to 

perform the task and 3) must perform part of the actions. This helps to reduce the 

chance of an over diligent agent detracting from the task performance efficiency by over 

bidding. If the task is a task that can be further decomposed into another series of 

subtasks, this eligibility specification requests that the bidder have the knowledge of 

further decomposition and can perform part of the actions. This means that the original 

task manager does not allow an agent who can only decompose the task to be eligible. 

Each potential contractor watches task advertisements made by task managers. It checks 

its associated actor abstraction to see whether it is eligible and submits a bid (see task 

bid message in Figure 3.3). The bid submission is done by adding a task bid message to 

the task_bids partition on the task manager's panel. The task bid message supplies the 

name of the contractor, the contract number and the actor's abstraction. The manager 

uses this information to select a contractor and awards a contract (see task award 

message in Figure 3.3) by adding the task specification to the current_task partition and 

the task award message to the current_contract partition on the contractor's panel. 

3.2.3 KSs and Their Order 

In the test-bed constructed, the process of a task's performance is represented by KSs 

(see section 2.3). Comparing the existing task performance process in the constructed 
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test-bed (Figure 2.5) with the Contract Net framework, the following changes were 

made to enable the Contract Net framework to be implemented. 

1. Change inte,face KS into advertising KS, which only consists of one agent that 

is the general manager2
• This is similar to the task manager in the distributed 

sensing system [Smith and Davis 78], which Smith and Davis used to 

demonstrate the Contract Net framework. Both of them do not have task 

performance capabilities but do have extensive processing capabilities. They 

attempt to find agents to provide them with task performance. 

1. Change goal selecting KS and act selecting KS into bidding KS. These are agents 

watching and submitting bids to the task manager. 

2. Change planning KS into awarding KS. 

3. Change the agents' rules in acting KS to enable the decomposition of combined 

tasks and advertising of decomposed subtasks to be carried out. Also change the 

action slot of the KS to activate the bidding KS. 

Therefore the KSs and the order of the KSs in this implementation of the Contract Net 

framework are as illustrated in Figure 3.4. 

General 
manager 

advertising KS 

L Bdd KS~ ~K J I 1ng ,~__.,~___. 

Figure 3.4 The KSs and their order in implement the Contract Net framework 

The above KSs and the activating order of KSs show how the system works. When tasks 

have been inputted to the system, they all appear on the public panel of task_input. The 

2 Here the term general manager is used to distinguish the interface agent from other agents who can be a manager of 
a subtask. 
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first KS to be activated is the general manager advertising KS. It then generates a tasks' 

broadcasting message and broadcasts them on to the task_to_bid partition. This will 

trigger the bidding KS to become active and submit bids by adding them on to the 

manager's task-bids partition. After bids are received and all the rules in the bidding KS 

are exhausted, the awarding KS becomes active and awards the contract to the suitable 

contractors. The next KS to become active is the acting KS. All the agents represented 

by rules in this KS will perform the tasks they have bid for and have been awarded. The 

performances will differ according to the tasks. If a task, which has been awarded to an 

agent, can be directly performed, the agent will call its actor to perform the task and 

report the result to the manager. If a task awarded to an agent needs further 

decomposition then the agent will decompose it and post the decomposed subtasks on to 

the public panel of task_to_bid and activate the bidding KS to start another contract 

setting process. 

3.3 Tests and Results 

To test the applicability of the Contract Net framework in multiple robots' cooperation, 

the following hypotheses are generated: 

1. The system should be able to perform all types of tasks that a multiple robots 

system should do. 

2. By evenly distributing workload and sharing computational load and task 

performance, the system should achieve a relatively higher overall efficiency. 

3. By distributing control and task performance, the system should result in a better 

fault tolerance and graceful degradation. 
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3.3. 1 Testing Samples 

To test the above hypotheses, a number of tasks are needed. Ideally, the tasks should be 

selected from the practice where multiple robots are involved. However, due to the 

constraints of available robots and the nature of the tests, the tasks used in the tests were 

artificially generated. The generation of tasks is based on the ability of available robots 

and the purpose of testing. Three types of task are generated as testing samples. They 

are: 

1. Atomic tasks: these are tasks that the robots are designed for. For example open 

and close gripper, rise up and lower down the elbow and roll the "hand" which 

is called the 'end effector' in the MA2000 robot. Any MA2000 robot can 

perform these tasks and any other tasks are eventually performed by a 

combination of these tasks. 

2. Combined tasks: these are tasks that can not be performed by any one robot with 

one act. They either need multiple robots to perform together where each robot 

performs a part of the task, or need one robot to perform a series of subtasks of 

the task. In other words, these tasks are combination of many atomic tasks. So 

they can be decomposed into a list of atomic tasks. Decomposition of a 

combined task is dependant on the nature of the task. No matter which agent 

carries out the decomposition process the result is the same list of atomic tasks. 

For example, task 'left_grip' (see Table 3.2) can be decomposed into two atomic 

tasks: move to the 'left' and 'grip'. This is a combination of one robot's task. 

Another example is 'hand_over', which can be decomposed into 'hand_out' and 

'hand_in'. This needs two robots to perform it. 
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3. Complex tasks: the concept of complex tasks is introduced by this research to 

describe a task that cannot be simply decomposed into a list of subtasks or the 

task decomposition has several different results. For example, moving a large3 

object from one position to another position which can not be decomposed into a 

list of subtasks as the large object can not be taken apart. Another example is the 

well-known classical AI problem, Tower of Hanoi. There are different ways to 

achieve the accomplishment of this task depending on the problem-solving 

strategy adopted by the agent. 

In total fifty tasks of the above three types have been generated. Table 3.1 lists twenty 

atomic tasks. They are represented in 'Posture Coordinates'. This means that performing 

a task is done by driving a robot to the required posture coordinates since the robot 

available does not have visual and sensor devices. Table 3.2 lists twenty combined 

tasks. They are represented with their component atomic tasks in order. The components 

of a combined task can be performed by one or two robots. Table 3.3 lists ten complex 

tasks. 

3 Here the large object means the object can not be moved by a single robot. 



Chapter 3. Implementation and Tests of Existing Frameworks(!) - The Contract Nets 55 

Table 3.1 Atomic tasks used for the test 

Name Posture Coordinates 

Waist Shoulder Elbow Pitch Yaw Roll Griper 

Park(1,2) 500 400 100 500 500 500 0 

Bend_over 500 900 500 999 500 500 0 

Lay_down 500 135 500 500 500 500 0 

Sit_down 500 135 140 500 500 500 0 

Grip -* - - - - 1 -
Release - - - - - - 0 

Gripper_up_down - - - - - 999 0 

Gripper_sideway - - - - - 500 0 

Left 150 900 500 500 500 500 0 

Right 150 190 500 500 500 500 0 

Back 500 90 500 900 500 500 0 

Front 500 900 500 0 500 500 0 

lnter_left 150 400 100 500 500 500 0 

lnter_right 850 500 500 500 500 500 0 

lnter_back 500 600 900 500 500 500 0 

Inter _front 500 500 500 0 500 500 0 

Position1 200 760 250 300 500 500 0 

Position2 520 460 750 500 500 500 0 

Position3 520 634 389 500 500 500 0 

Position4 200 760 250 300 500 500 0 

* - represents current coordinates 

Table 3.2 Combined tasks used for the test 

Task Name Components 

Hide Sit_down, Bend_over, Lay_down 

Lay_on _ left Left, Lay_down 

Lay_on_right Right, Lay_down 

Lay_on_back Back, Lay_down 

Lay _on_front Front, Lay_down 

Sit_left Left, Sit_down 

Sit_right Right, Sit_down 
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Sit_back Back, Sit_down 

Sit_forward Front, Sit_down 

Left_grip Left, Grip 

Left_release Left, Release 

Right_grip Right, Grip 

Right_release Right, Release 

Back_grip Back, Grip 

Back_release Back, Release 

Front_grip Front, Grip 

Front_release Front, Release 

Hand_over Hand_out, Hand_in 

Hand_out Position1, Position2 

Hand_in Position3, Park1, Position4, Park2 

Table 3.3 Complex tasks used for the test 

Task Name Description Tasks 

Move This task can be completed with Move(front, back), 

(initial, 
different performance sequences. 

Move(left, right), 
destination) Solution1: initial, position2, Move(left, back), 

position3, destination, park. 

Solution2: initial, position3, 
Move(front, right), 

position2, destination, park. Move(position1, position4), 

Transport This task is assumed that a large Transport(inter _front, inter _back), 

(initial, object is needed to be moved. Two T ransport(inter _left, inter _back), 

destination) 
robots are needed to move the Transport(inter _front, inter _right), 
object in the same time. Transport(inter_left, inter_right). 

Hanoi_tower This is a tradition Al task. The task Hanoi_tower(3, 5). 

(pegs, disks) 
itself may be varied with different The format of solution is 
numbers of pegs and different 

move(peg, from, to). 
numbers of disks. There are two 
problem-solving algorithms which 
can be adopted by an agent. One 
is the least number of steps and 
the other is an algorithm that the 
agent has the most chance to 
participate in the performance4

• 

4 In this algorithm, the adopting agent always chooses the movement that it can be involved in. For example, moving 
disk3 from peg! to peg3, if the agent is sitting in peg2, it will adopt a plan that moves disk3 to peg2 and then 
moves from peg2 to peg3. 
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Task 'move' represents tasks that although they can be decomposed into a list of atomic 

tasks, the decomposition is not unique. In this particular testing sample, two different 

ways of decomposing a task were identified for the purpose of illustration. One is 

moving to position2 and then position3, which can be interpreted as ' loaded robot 

moves to pass-over position first'; another one is moving to position3 first and then 

position2, which can be interpreted as 'unloaded robot moves to pass-over position 

first'. Position2 and position3 are the same point in the overall system coordinates, but 

are different coordinates in the two robots ' own coordinate systems. This has been 

shown in Figure 3.5(a). Both solutions can achieve completion of the tasks. The task 

'transport' represents the tasks involved to move a 'large object' from an initial position 

to a destination. This particular task requires that the initial position and the destination 

are both located in the interaction area of the two robots. This is illustrated in Figure 

3.5(b). The task 'Hanoi_tower' represents a task where the accomplishment of the task 

may be achieved by totally different performance plans. The difference includes the 

number of steps taken to complete the task and the actions in each step. This particular 

task generated here assumes that peg 1 is located in position 1, peg2 is located in 

position2 or position3 in robot2's coordinates, and peg3 is located in position4. This is 

illustrated in Figure 3.5(c). 

I, 
\ 
\ 

a. Move (position 1, position4) b. Transport(initial, destination) 
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eg2 (Po · ·0112, Po ition3 ) 

Peg3 (Pos itio n4 

c. Hanoi_tower(3, 5) 

Figure 3.5 Illustration of complex tasks 

3.3.2 System Configuration 

The system implementing the Contract Net framework had been configured with seven 

agents. One agent is used as the general manager and the remaining agents are executing 

agents. The reason for having so many agents is to investigate load distribution. The 

actors of the agents, their in-built knowledge, and their problem-solving strategy have 

been listed in Table 3.4. 

3.3.3 Test Results 

Fifty generated tasks were continuously input into the system with the above 

configuration. The results are summarised in Table 3.5 . 



Table 3.4 Configuration of the system used to test Contract Net 

Name Performing ability Decomposing knowledge Problem-solving Bidding Rewarding Actor 
strategy strategy strategy 

General No. Hand_over, Hide. No. No. The first bidding No 
manager received. 

Agentl All atomic tasks except Park:2, Lay_on _left, Lay_on_right, No. All eligible The first bidding Robotl 
Right, Back, Position3 and Lay_on_back, tasks' received. 
Position45

• Lay _on_forward. announcement. 

Agent2 All atomic tasks except Park2, Sit_left, Sit_right, Sit_back, Transport(initial, All eligible The first bidding Robotl 
Right, Back, Position3 and Sit_foward, Hand_out. destination). tasks' received. 
Position4. announcement. 

Agent3 All atomic tasks except Park2, Solution 1 of Move (initial, Least performing All eligible The first bidding Robotl 
Right, Back, Position3 and destination). steps for tasks' received. 
Position4. Hanoi_tower(3, 5). announcement. 

Agent4 All atomic tasks except Parkl, Left, Left_grip, Left_release, No. All eligible The first bidding Robot2 
Front, Position 1 and Position2. Right_grip, Right_release. tasks' received. 

announcement. 

Agent5 All atomic tasks except Parkl, Left, Back_grip, Back_release, Transport(initial, All eligible The first bidding Robot2 
Front, Position 1 and Position2. Front_grip, Front_release, destination). tasks' received. 

Hand_in. announcement. 

Agent6 All atomic tasks except Parkl, Left, Solution2 of Move (initial, Favour of own All eligible The first bidding Robot2 
Front, Positionl and Position2. destination). performance for tasks' received. 

Hanoi _tower(3, 5). announcement. 

5 Ideally, all the atomic tasks should be performed by every agent. However, in order to demonstrate the tasks that need two robots to perform them, it is set up deliberately that some atomic tasks can 
not be p'erformed by certain agents. 
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Table 3.5 The results of tests 

Atomic Tasks Status and performer Combined Status and performer Complex Tasks Status and performer 
Tasks 

Parkl Done. Robotl. Hide Done. Robotl. Move(front, back) Done. Robotl, Robot2. 

Bend_over Done. Robot 1. Lay_on _left Done. Robotl. Move(left, right) Done. Robotl, Robot2. 

Lay_down Done. Robotl. Lay_ on_right Done. Robotl, Robot2. Move(left, back) Done. Robotl, Robot2. 

Sit_down Done. Robot 1. Lay _on_front Done. Robotl. Move(front, right) Done. Robotl, Robot2. 

Left Done. Robot 1. Lay_on_back Done. Robotl, Robot2. Move(position 1, position4) Done. Robotl, Robot2. 

Right Done. Robot2. Sit_left Done. Robotl. Transport(inter_front, Failed. 

Front Done. Robotl. Sit_right Done. Robotl, Robot2. inter_back) 

Back Done. Robot2. Sit_front Done. Robotl. Transport(inter_front, Failed. 

Grip Done. Robotl. Sit_back Done. Robotl, Robot2. inter-right) 

Release Done. Robotl. Left_grip Done. Robot 1. Transport(inter_left, Failed. 

Gripper_up_down Done. Robotl. Left_release Done. Robotl. inter_back) 

Gripper_sideway Done. Robotl. Right_grip Done. Robot2, robotl. Transport(inter_left, Failed. 

Inter_left Done. Robotl. Right_release Done. Robot2, robotl. inter_right) 

Inter right Done. Robot2. Front_grip Done. Robotl. Hanoi_tower(3, 5) Failed. 

Inter_front Failed Front_release Done. Robotl. 

Inter_back Done. Robot2. Back_grip Done. Robot 1, Robot2. 

Position I Done. Robotl. Back_release Done. Robotl, Robot2. 

Position2 Done. Robot 1. Hand_over Done. Robotl, Robot2. 

Position3 Done. Robot2. Hand_out Done. Robotl, Robot2. 

Position4 Done. Robot2. Hand_in Done. Robotl, Robot2. 
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In Table 3.5, there are a few tasks which the system failed to complete. The actual 

scenarios of the failure are provided here for a further analysis. The first failure of 

performance was the task 'inter_front'. This was a surprise since the task is an atomic 

task in nature and it should be performed without any problem. The actual problem 

which occurred was when robotl moved from its previous position inter_left to its new 

position inter_front, while robot2 was located in position inter_right. See Figure 3.6. 

Figure 3.6 Robot2 blocks the path of robotl 

In order to move to its new position, robotl firstly raises its forearm and then runs into 

the forearm of robot2. This causes an emergency stop in the system and to stop 

performing any other tasks. Although it appears to be an accidental event, it exposes an 

important inadequacy of the system. This is that when the agents in the system lack an 

ability to foresee a potential conflict with other agents, there is no mechanism to prevent 

this happening and to issue any necessary rescue methods. The second failure was whilst 

performing the complex task 'transport'. This is not as surprising since the agent who 

provides the solution to the task only specifies the actions necessary to complete the 

task, but did not provide any coordinating method. Therefore, the result was that the 

object was not moved. This exposes an interesting problem in that the system is 

inadequate to complete tasks which can not be decomposed into atomic tasks. The last 
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failure was whilst performing the complex task 'Hanoi_tower (3, 5)'. Although the 

disparity between different solutions for performing the task were solved by the 

manager's rewarding policy that is 'the first bid wins the task', the subtasks were neither 

atomic tasks nor combined tasks. Therefore no agents in the system bid to perform 

them6
• It reveals an important task format, that is the subtasks of the task are not 

performable. Therefore the overall task remains unperformed. 

The above three occasions expose the shortcomings of the system. Nevertheless, they 

also reflect the Contract Net framework in this particular application domain. A further 

discussion of the Contract Net framework in the problem domain is provided in the next 

section. 

3.4 Discussion of the Contract Net Framework 

Discussion of the Contract Net framework is focused on the testing hypotheses stated at 

the beginning of section 3.3 taking the tasks that failed to be performed by the system 

implementing the Contract Net framework. 

3.4.1 Applicability 

The test results expose some failures in performing certain tasks. The reasons for those 

failures are not merely due to the implementation. The implemented framework shares 

the responsibility with its inherited inadequacy. The Contract Net framework assumes 

any task can be decomposed sufficiently into subtasks and the decomposed subtasks can 

be performed by agents working independently. The tests expose that it is not always the 

case for some tasks. The task 'Hanoi_tower' is an example of a task that cannot be 

decomposed into a list of subtasks that can be performed by individual agents 

6 The problem solving strategy adopted by different agents ends up with a solution in a form of 'move(peg, from, to). 
This format is not an atomic task or combined task. 
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independently. The task 'transport' exposes another kind of task where the decomposed 

subtasks need to be performed in a coordinated way. The results of the tests demonstrate 

the inadequacy of the framework in performing these two particular types of tasks. 

3.4.2 Coherent Behaviour Assurance 

Another problem arises from the tests. The Contract Net framework assumes that any 

contract can be successfully executed. This was not always the case with these tests. For 

example, an atomic task could fail to be performed (e.g. task 'inter_front'). A similar 

failure could arise when performing any task where the atomic task is a subtask of the 

task. The problem in the Contract Net framework is that there is no mechanism to 

ensure the actual processing of the subproblems. Here the actual processing of the 

subproblems includes both success and failure. The point is that if things go wrong, or a 

contractor perceives something will go wrong, the contractor should report to the 

manager. In this case a recovering action can be taken to resolve the problem. The 

problem is that there are no formal obligations or conventions associated with a contract 

in the Contract Net framework. 

3.4.3 Application Dependency 

In the system, the choice of strategy whereby a contractor chooses a task manager to 

submit a bid and whereby a task manager selects successful contractors to award a· 

contract is application dependent. This is not a system specific feature. It also appears in 

the distributed sensing system, where Smith and Davis demonstrate the Contract Net 

[Smith and Davis 78], in which the contractor adopts the strategy of responding to the 

nearest manager. The manager also selects the nearest suitable contractor to issue its 

rewards. In the system, which implements the Contract Net framework in multi-robot 

domain, the contractor submits a bid to all managers and the manager awards a contract 
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to the agent from which the first bid is received. The experimental results show that 

with these two strategies the workload of the tasks' performance to each agent is 

dependent upon the inference engine and the logic order of the rules in KSs. In the tests, 

the problem is that the logically prior rule (i.e., agentl and agent4) will have more 

chances to win a contract. This can be seen from the tests' result where if two robots are 

able to perform the same task, the task is always performed by robot 1. If agents have the 

same knowledge of performing a task, the winner of the bidding is always the agent who 

is logically prior. Therefore the advantage of the Contract Net framework that it evens 

workload distribution is not an advantage in these tests. These two examples 

demonstrate that the strategy adopted by the task manager and contractor is application 

dependent. It means that the system designer has to carefully design and engineer the 

strategy before the Contract Net can be implemented. Such design and engineering 

needs to be done in such detail that there is little difference from the traditional top­

down system design, which is against the initial objectives of this research. 

3.4.4 Control Centralisation 

The initial motivation of the Contract Net framework is to distribute task performance 

as well as control to achieve an extensive cooperation. It had been realised in these tests 

that agents have no pre-defined rules. Any agent can be a contractor and manager for 

different subtasks. However, the Contract Net framework does require a task manager to 

have knowledge about the task in order to decide how to describe the task and how to 

generate a potential contractor's eligibility specification. In the tests all tasks to the 

system were first generated by the general manager and the general manager announced 

the tasks to the public. It requests that the general manager describe each tasks 

announcement in substantial detail. All the other distribution including control and 

performance was based on this root of a hierarchy structure. Therefore if the general 
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manager fails to describe a task in an appropriate way the task will not be performed 

because no agent will bid for the task's performance. This means that a tasks success is 

dependent on the correct behaviour of the general manager. Its systemic behaviour 

becomes similar to the traditional centralised DPS systems. 

3.5 Summary 

The Contract Net framework offers a powerful mechanism for structuring high-level 

interactions between agents for a cooperative performance of tasks. It stresses two-way 

information transferral and mutual selection as the interaction mechanism of agents. 

This enables task distribution with distributed control and shared responsibility to 

maintain systemic reliability and communication efficiency. The implementation of the 

Contract Net framework in the control of cooperation between multiple robots on the 

test-bed confirms the benefits claimed by the framework. These include extensibility, 

and the ability to perform combined tasks. 

However, the implementation also indicates the problems that the Contract Net 

framework has in the control of multiple robots' cooperation. The first problem is its 

applicability. It does not suit the performance of tasks that cannot be decomposed into a 

list of subtasks or where the decomposed subtasks are not atomic tasks. The second 

problem is the lack of a mechanism in the framework to ensure the responsibility of a· 

contractor to its manager. It is an unsolved problem in the Contract Net framework as to 

how to achieve coherent and social behaviour in a system where the control is 

distributed among a number of autonomous agents. The third problem is its application 

dependency. This means that the performance of the system depends greatly on the 

strategy adopted by the system designer for a contractor to submit a bid and for the 

manager to award a contract. The last problem is the role of the general manager in the 
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system. It has little difference to a central controller in a conventional multiple robots 

systems, which damages the distribution of control and KSs in performing subtasks of a 

task. No matter how proportionate the control and KSs are distributed, if the general 

manager fails to perform the whole system fails. It is possible to delete the general 

manager in the application, but not to delete the role the general task manager performs. 

The broadcasting has to be done in a way that specifies each tasks announcement 

message including the eligibility specification and awarding contracts to contractors. 

These existing problems with the Contract Net framework form the motivation for this 

research in seeking an extension, refinement and even a new cooperation framework. 



Chapter 4 

Implementation and Tests of Existing 
Frameworks(2) -The CPS Framework 

Learning btj doing --

Knowledge comes from practice. 

-- Mao Zedong (farmer president of China) 

A family of tiny ants could eat a huge elephant. 

-- A Chinese proverb 

The Contract Net cooperation framework, which is one of the most influential DPS 

approaches, has been examined and reported in the previous chapter. Now as the second 

part of the implementation and testing of existing frameworks, this chapter will report a 

study of the CPS approach in general. The focus is concentrated on one of the most 

influential frameworks in the CPS approaches proposed and formulised by Wooldridge 

and Jennings [Wooldridge and Jennings 94, 94(2)], namely the CPS framework. 

This chapter is organised in a similar fashion to Chapter 3. Section 4.1 provides a brief 

description of the CPS framework. Section 4.2 describes the implementation of the CPS 

framework on the test-bed to form a system for testing. The tests and results are 

reported in section 4.3, followed by a discussion of the results in 4.4. Finally a summary 
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is provided in section 4.5 to facilitate the objectives of the new framework. 

The CPS framework is adopted to study because: 

• it may offer a means of resolving the problems perceived in the 

implementation of the Contract Net framework under DPS approaches, and 

• it will also help to develop a framework for control of multiple robot 

cooperation. 

The CPS approach is in contrast with DPS approaches such as Contract Nets. It is 

focused on how to achieve a cooperative and intelligent behaviour between a collection 

of autonomous intelligent agents [Bond 88]. Besides the well-known reasons for the 

usefulness of distributed systems in general, there are the following additional reasons 

for studying CPS approach. 

1. Modularization. A multi-agent system under the CPS approach can be developed 

independently. It can also be reused as a component of a new larger multi-agent 

system. In the new larger multi-agent system the previously developed multi­

agent system can be viewed as a member agent. This modularization can be very 

useful for developing a large or naturally distributed system. 

2. Robustness. A system designed by the CPS approach can be more robust than 

otherwise, since the acquisition and validation of design requirements are · 

simpler for such a system. The design of this system for a particular application 

can also be simpler by allowing an intelligent agent to be located at the site 

where the data are available and where the decisions have to be taken. 

3. Flexibility. A system based on the CPS approach can distribute the expertise 

according to their natural distribution over agents who specialise in different 
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domains and dynamically team up the necessary agents to solve current 

problems. 

Multi-agent systems based on the CPS approach have been the focus of great attention. 

A number of general frameworks have been developed. For example, Werner [Werner 

89] developed a formal account for the design of systems in which agents behave as a 

social unit or group. Gasser and his colleagues [Gasser et al. 89] developed a framework 

for representing multi-agent systems based on a basic view that a cooperation 

framework is a particular set of settled and unsettled questions about belief and action 

that agents have about other agents. Bond [Bond 90] shares the same view with Gasser 

and his colleagues. He uses the concept of commitment introduced by Becker [Becker 

60] in sociology. In Becker's description, individual agents participate in several 

organisations or settings. Hence, to regard their behaviour in any one setting as 

consistent lines of activity, the notion of commitment consequent to the individual's 

participation in other settings must be introduced. These commitments constrain the 

individual agent's action and can be used explicitly in negotiation between agents. 

Commitment appears then as a central concept of multi-agent systems. Jennings 

[Jennings 93] proposed a framework for multi-agent systems that agents should not only 

be constrained by commitments to the community and to themselves but also should be 

constrained by conventions that specify what a responsible agent should do when things 

went wrong. He argues that commitments and conventions are the foundation of 

coordination and cooperation in multi-agent systems. Unlike the contributions cited 

above, Wooldridge [Wooldridge 92, Wooldridge and Jennings 94, Wooldridge and 

Jennings 94(2)], based on Jennings' foundation of commitments and conventions, 

developed a general framework for multi-agent systems. He hoped that by constructing 

a formalism for multi-agent systems, which might be used in the specification and 

verification of realistic multi-agent systems, it could bridge the gap between the theory 
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of multi-agent systems and the practice of DAL 

In this research, Wooldridge and Jennings's CPS framework is adopted and 

implemented on the test-bed, firstly as a means of resolving the problems perceived in 

the implementation of the Contract Net framework and secondly to building a practical 

framework for multiple robot cooperation application. What is more important, it is 

hoped that by implementing the CPS framework a cross-fertilisation can occur between 

the application of managing and maintaining cooperative behaviours of robots and a 

formal modelling of cooperative multi-agent systems. 

To sum up, the three objectives for implementing the CPS framework are: 

• To resolve the problems perceived in implementing the Contract Net framework. 

• To help develop a cooperation framework for multiple robots. 

• To help structure a formal model for a cooperative multi-agent system. 

4.1 The CPS Framework 

The CPS framework [Wooldridge and Jennings 94(2)] is a four-stage mathematical 

model described in multi-modal logic. It serves as an abstract, top-level specification for 

building a CPS system. The framework is developed on the basis that the key mental 

states that control an agent's behaviour are intentions and joint intentions. The former. 

defines an agent's local behaviour; the latter controls an agent's social behaviour 

[Bratman 87]. Intentions are important as they provide both stability and predictability 

through the notion of commitment [Becker 60], which is needed for social interactions, 

and the flexibility and reactivity that are required to deal with a changing environment. 

Intentions and joint intentions are described by commitment and its underlying 

convention [Jennings 93]. 
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The four stages of the framework are [Wooldridge and Jennings 94(2)]: 

1. Recognition: This is the beginning of a CPS process where some agents 

recognise the potential for cooperation. This recognition may come about 

because an agent has a goal that it is unable to achieve in isolation, or, more 

generally, because the agent prefers assistance. 

2. Team formation: During this stage, the agent that recognised the potential for 

cooperative action at stage ( 1) solicits assistance. If this stage is successful, then 

it will end with a group having a joint commitment to collective action. 

3. Plan formation: During this stage, the agents attempt to negotiate a joint plan 

that they believe will achieve the desired goal. 

4. Team action: During this stage, the newly agreed plan of joint action is 

executed by the agents, which maintain a close-knit relationship throughout; this 

relationship is defined by an agreed social convention, which every agent 

follows. 

This framework describes a model of CPS that is in evidence in most multi-agent 

systems [Wooldridge and Jennings 94(2)]. It has been viewed as a powerful framework 

with regards to its ability to manage cooperative actions among a group of agents in a 

system during run-time and to characterise various aspects associated with CPS over. 

other frameworks [Durfee 88, Smith 80]. 

4.2 Implementation of the CPS Framework 

To implement the CPS framework for control of multiple robot cooperation in the test­

bed, the previous blackboard partition was still used. The main difference between the 

CPS framework and Contract Nets is that the CPS framework involves setting up joint 

commitments and corresponding conventions in a cooperative team action instead of a 
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contract that is set up by the Contract Nets. In the CPS framework, the commitments 

and conventions are represented by a set of rules that defines how an agent should 

behave when performing a team action under certain circumstances, such as a change to 

the environment. This set of rules needs to be represented in an appropriate degree of 

detail which potential team members can use to make a decision as to whether or not to 

join the team. However, there is no fundamental change in the format of the information 

exchange between the agents. The Contract Net framework can be still used as a 

communication protocol as can most of the blackboard partitions and the message 

structure in the implementation of the Contract Net framework. Minor changes were 

made to stress the differences of the CPS framework. 

4.2. 1 Blackboard Partition 

The blackboard partition for implementing the CPS model is shown in Figure 4.1 . Both 

public and private partitions are still used. Notice the difference between Figure 4.1 

compared with Figure 3.2, which showed the blackboard partition for implementing the 

Contract Net framework . 

current_task current_task 
Agento 

current_tcn m currcnt_tcam 
currcnt_contract current_contract 
current_s tate current_state 
current_position current_position 

Agent, 
Agent2 

task_bids task_bids Agent3 

actor actor 

task_planning__knowledge task_planning__knowledge Agent, 
task_decompose_counter task_decompose_counter Agent, 
task_constraints task_constraints Agent3 

Agent0 Agent, Agent, 
Agent, 

task_input task_decompose_knowledge 
Agent3 

task_planning__knowledge 
socia l_lnws 
task_perfo rmance_plnn Agent, 

Agent, 

task_to_bid 
Agent4 

Agent 1 

Public panels 
Agent, 

Blackboard 
Agtt3 

Figure 4.1 The blackboard partition for implement the CPS framework 
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There are two major differences compared with the Figure 3.2. The first one is the 

presence of two new public partitions called social_laws and task_performance_plan. 

The social_laws partition is used to store commitments and conventions associated with 

a team. Normally, when an agent recognises the need for cooperative actions in a task, it 

will post the task to the other agents. Because the cooperative action is performed in the 

form of team action in the CPS framework, it also needs to specify the team's identity at 

the same time. In this case it is a set of rules that potential team members should obey 

when they join the team. The reason why the social_law partition is in the public area is 

so that all agents can view it and can use it to make a decision as to whether or not_ to 

join the team. The task_performance_plan partition is used to store plan proposals by 

members of a team and the final plan that the team adopts as an executing plan for the 

tasks performance in the team. The second major difference between the two figures is a 

newly added agent's private panel called current_team. It is used to store information 

about the current team that an agent is engaged with. Using this information an agent 

knows its current team and the team members. When an unexpected event occurs, the 

agent knows to whom it should be obligated, what its obligations are and how to behave 

in such an unexpected event. 

4.2.2 Message Structure and Transfer 

The CPS framework also requires messages to capture the useful information passing -

between agents in different stages. There are mainly three rounds of information passing 

between agents. Each round has a different goal that shows the purpose of the message 

passing. These three rounds of message passing can be identified by their different 

goals, which are team establishment, plan formation and team action. In each message 

passing round three types of message are used. They are similar to the messages used in 

the implementation of the Contract Net framework. 
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Type: team proposal 

From: agento 

To: task_to_bid (a broadcast message) 

Team: 01 

Task Abstraction: 

task type: perfonning 

task: Left_release 

Team Specification: 

Commits to the team and has completing the task as its 
goal 

Report to the team when the task can not be completed or 
already complete or it is impossible to complete 

Team proposal 

Type: team fonnation 

From: agento 

To: agent3 

Team: 01 

Team members: 

agento agent3 

Team formation 

Type: team registration 

From: agent3 

To: agento 

Team: 01 

Intention: join the team and complete the task 

Actor Abstraction: 

position: position3 

coverage: all area robot I can reach 

knowledge: know how to move blocks within 
the coverage range 

functionality: can perfonn all the actions needed 

Team registration 

Figure 4.2 The structure of the messages used in the CPS framework 

Figure 4.2 illustrates the messages used for the team establishment. The message 

transfer was performed by the rules in KSs provided by ARBS to add or remove 

information on a blackboard panel. In the team establishment process, an agent that 

recognises the potential for cooperation, either because it is unable to perform the task 

in isolation or because the agent prefers assistance, would propose a team formation 

using the team proposal message shown in Figure 4.2. 

The team formation proposal explicitly indicates the team's goal, which is the task that 

needs to be accomplished and the rules under which the team operates. The actual 

proposal was performed by adding the task to the task_to_bid partition and the 

behaviour rules to the social_laws partition of the blackboard. This is similar to the task 

broadcast event in the Contract Net framework, where every agent in the system is able 

to view the team proposal. The potential team member checks its actor abstraction, 
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cun-ent tasks and the team rules to decide whether or not to respond with a team 

registration message to indicate that it is intending to join the team. The last step of the 

message passing in the team establishment is that the agent, which proposed the team 

formation, sends a T earn formation message to all the team members to inform them of 

the establishment of the team and the members of the team (see Figure 4.2). 

Similar message structures and information passing techniques were used in the other 

two rounds of message passing in the CPS model. 

The second round of message passing is plan negotiation, which is a complex task 

[Fikes and Nilsson 71, Lansky 87, Pednault 87, Conry et al. 88]. It involves many 

complex issues such as specifying the negotiation language (e.g., STRIPS [Fikes and 

Nilsson 71]), the evaluation of plans and how to resolve the disparities between 

negotiators about a particular plan [Georgeff 83 and Stuart 87, Conry et al. 88]. Since 

the CPS model does not provide any particular planning mechanism, three simple 

planning mechanisms were identified for adoption: 

1. No planning. No planning means that team members are not involved in any 

planning process. The team simply adopts a plan provided by the agent of the 

team proposer. It requires that the team proposer provide a plan about how to 

accomplish the task when proposing the team formation. 

2. First come first served. In this planning scheme, all members in a team have a 

chance to provide a plan but the team will only adopt the first plan that has been 

proposed. 

3. Decided by the team proposer. In this planning mechanism, every agent in a 

team has to supply a plan but it is up to the team proposer to decide which one to 

adopt. For example it may choose a plan with the fewest steps. 
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In any case, the plan is added to or removed from the task_performance_plan partition 

in the public panel of the blackboard using a simple message structure that has only 

three slots: the agent name, the task name and the plan. The final plan is stored in the 

task_performance_plan partition in the public panel of the blackboard. 

The final round of message passing in the CPS framework is the team action. In this 

implementation the task distribution scheme, the message types and the methods of 

passing messages used in the Contract Net framework were adopted to allocate tasks to 

the team members. The task manager in this case is the initial team proposer. All the 

team members are the contractors. 

4.2.3 KSs and Their Orders 

To realise the CPS framework on the test-bed the KSs and the order of the KSs were 

arranged in the manner shown in Figure 4.3. 

+ 
Interface KS Goal selection KS Acting KS 

select tasks to -- agents perform f.-+ input tasks into ~ 
the system perform - tasks which do not 

~ 

~ 

need cooperation 

Recognition 

Team proposing KS Team registering KS 
recognise the r+ supply registrations to 
cooperation and propose team proposer 
a team formation 

Team Formation 

Plan Calling KS 
Realise an execution plan 
is needed and calling for 

proposals 

Plan Formation 

Task advertising KS 
following the 
execution plan 
broadcast subtasks 

Team Action 

.. Plan proposing KS 
Responding to plan 

calling and provide plans 

Member bidding 
KS 

team member 
bidding for subtasks 

Team formation KS 

I-+ form the team and 
inform team members 

Plan selection KS ... Selecting an execution 
plan from proposals 

Manager awarding KS 
team manager 
distributes the subtasks 
to members 

,_ 

i---

Acting KS 
agents perform 
subtasks under 
conduct of team 
laws 

Figure 4.3 The KSs and their order in implementing CPS framework 
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In Figure 4.3, tasks inputted to the system initially appear on the public panel 

task_input. All the agents in the system are able to view the tasks. The agents in the 

.. ,~ystem select tasks to perform according to their current states, position and abilities. 

These actions were realised by rules in the goal selecting KS and the acting KS. In the 

goal selecting KS, there are also rules, which represent the agent's recognition of 

cooperative action. The condition part of the rules is a list of conditions that represent 

the circumstances under which an agent recognises the need for a cooperative action, 

and the conclusion part of the rules is an action which will activate the team formation 

KSs if the rule is fired. 

In team formation, the first KS activated is the team proposing KS. In this, rules, which 

represent the agents that recognise the cooperation, will generate a team formation 

message proposal and then broadcast the message to all potential team members. This 

will activate the team registering KS, in which all the agents, who have viewed the 

proposals for team formation, will respond by a team registration message or ignore the 

proposal. When all the rules in the team registration KS become exhausted, the team 

formation KS is activated so that the team proposer collects the agents' registrations and 

informs all the team members of the establishment of the team. 

In plan formation, the three planning mechanisms described in the previous subsection 

were realised in the following manner. The initial team proposer has the right to be the -

team manager or choose another agent as the team manager. If the team proposer has a 

task execution plan, it will simply advertise subtasks according to the plan and ignore 

the plan formation stage, and go straight to the last stage of the CPS framework by 

activating the task advertising KS. This is slightly different from the original CPS 

framework. The reason for doing this is provided in discussion of the CPS framework, 

where the conditions of a cooperative action have been specified as being too narrow. If 

the initial team proposer does not have an execution plan, it will activate the plan 
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proposing KS, in which all the team members are required to supply a performance plan 

for a task. It is the team proposer's responsibility to select a plan to execute. In this 

implementation, either the "first come first served" mechanism or the "team proposer 

decides" mechanism was adopted. In either case, the termination of the plan selecting 

KS will activate the KSs in the last stage of the CPS framework. Here the previously 

developed system for implementing the Contract Net framework was reused. The task 

manager is the team proposer. It advertises all the subtasks in the selected execution 

plan to other team members. The order of KSs and the order of rules was the same as 

that used in the implementation of the Contract Net framework. 

4.3 Tests and Results 

To test the applicability of the CPS framework and the refinement of the Contract Net 

framework in multiple robots' cooperation, the following hypotheses were generated: 

1. The system should be able to resolve the problems perceived in the 

implementation of the Contract Net framework and to perform all types of tasks 

that a multiple robots system should do. 

2. As one of the initiatives of the CPS framework is to bridge the gap between 

theory and practice, implementing the CPS framework should not have many 

difficulties. 

3. As another initiative of the CPS framework is that it will serve as a general 

framework of multi-agent cooperation, it should characterise various aspects 

associated with multi-agent cooperation. 

4.3.1 System Configuration 

With the above testing hypotheses, the system implementing the CPS framework had 

been configured with six agents. Compared with the agents used in the system 
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implementing the Contract Nets there was no agent acting as general manager. This is 

because the CPS framework requires the task to be posed to the system where every 

agent in the system can view it. The six agents in the system had the same functionality 

and task decomposing knowledge as the agents had in Contract Nets. Apart from this 

inheritance, the difference between these agents reflects the options provided by the 

CPS framework. They were the conditions that each agent adopts to propose a team 

formation, the commitments and conventions that team proposer sets for the team 

members, and the strategy that a team proposer adopts in choosing a plan to perform the 

task. The subtask bidding and rewarding strategy were the same as that used in !he 

Contract Nets implementation. The configuration is listed in Table 4.1, where the 

options provided by the CPS framework were arbitrarily set to each agent. 

4.3.2 Test Results 

To test the CPS framework against the initial objectives of implementing the framework 

and the testing hypotheses stated in the beginning of the chapter, the same series of 

tasks that were generated for testing the Contract Net framework had been used on the 

CPS implementation. Here the overall testing results are listed in Table 4.2 to provide a 

basis for discussion. The details, difficulties experienced, and modifications made 

during the programming and testing are provided in the next section. 



Table 4.1 Configuration of the system used to test CPS framework 

Name Conditions of team Rules for its team members Plan generate strategy Bidding Rewarding strategy Actor 
formation strategy 

Agentl If it is unable to perform Commit to the team; report the Adopts the first All eligible The first bidding Robotl 
a task in isolation. success or failure of subtask's received plan. tasks' received. 

performance. announcement. 

Agent2 Prefers assistance. Commit to the team; report the Decided by itself. All eligible The first bidding Robotl 
success or failure of subtask's tasks' received. 
performance. announcement. 

Agent3 Prefers assistance Commit to the team; report the Decided by itself. All eligible The first bidding Robotl 
success or failure of subtask's tasks' received. 
performance. announcement. 

Agent4 Prefers assistance Commit to the team; report the Adopts the first All eligible The first bidding Robot2 
success or failure of subtask's received plan. tasks' received. 
performance. announcement. 

Agent5 If it is unable to perform Commit to the team; report the Adopts the first All eligible The first bidding Robot2 
a task in isolation. success or failure of subtask's received plan. tasks' received. 

performance. announcement. 

Agent6 If it is unable to perform Commit to the team; report the Decided by itself. All eligible The first bidding Robot2 
a task in isolation. success or failure of subtask's tasks' received 

performance. announcement. 
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Table 4.2 The results of tests 

Atomic Tasks Status and performer Combined Status and performer Complex Tasks Status and performer 
Tasks 

Parkl Done. Robot 1 Hide Done. Robot 1. Move(front, back) Done. Robotl, Robot2. 

Bend_over Failed. Lay_on _left Done. Robot 1. Move(left, right) Done. Robotl, Robot2. 
Lay_down Done. Robotl. Lay_ on_right Done. Robotl, Robot2. Move(left, back) Done. Robotl, Robot2. 
Sit_down Done. Robotl. Lay_ on_front Done. Robot 1. Move(front, right) Done. Robotl, Robot2. 

Left Done. Robotl. Lay_on_back Done. Robotl, Robot2. Move(position 1, position4) Done. Robotl, Robot2. 
Right Done. Robot2. Sit_left Done. Robot 1. Transport(inter_front, Done. Robotl, Robot2. 
Front Done. Robotl. Sit_right Done. Robotl, Robot2. inter_back) 

Back Done. Robot2. Sit_front Done. Robotl. Transport(inter_front, Done. Robotl, Robot2. 

Grip Done. Robotl. Sit_back Done. Robotl, Robot2. inter-right) 

Release Done. Robotl. Left_grip Done. Robotl. Transport(inter_left, Done. Robotl, Robot2. 

Gripper_up_down Done. Robotl. Left_release Done. Robotl. inter_back) 

Gripper_sideway Done. Robotl. Right_grip Done. Robot2, robotl. Transport(inter_left, Done. Robotl, Robot2. 

Inter_left Done. Robotl. Right_release Done. Robot2, robotl. inter_right) 

Inter_right Done. Robot2. Front_grip Done. Robotl. Hanoi_tower(3, 5) Done. Robotl, Robot2. 

Inter_front Done. Robotl. Front_release Done. Robotl. 

Inter_back Done. Robot 1. Back_grip Done. Robotl, Robot2. 

Positionl Done. Robot 1. Back_release Done. Robotl, Robot2. 

Position2 Done. Robotl. Hand_over Done. Robotl, Robot2. 

Position3 Done. Robot2. Hand_out Done. Robotl, Robot2. 

Position4 Done. Robot2. Hand_in Done. Robotl, Robot2. 
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4.4 Discussions of the CPS Framework 

Similar to the discussion provided in Chapter 3, the discussion is focused on the testing 

hypotheses stated in the beginning of the section 4.3. 

4.4.1 Improvement 

The three main problems associated with the Contract Net framework in the control of 

multiple robots' cooperation were 1) failure to perform some complex tasks, 2) general 

manager dependence, and 3) lack of assurance regarding coherent behaviour. These 

three problems are resolved by the system implementing the CPS framework. 

Considering the first problem, the tasks that can not be simply decomposed into a list of 

subtasks such as lifting a part of a large block. It can, however, be lifted by two robots 

from two sides. Therefore the task can be completed with two robots executing a plan of 

lifting together from both sides of the block. The CPS framework has a planning 

process where such an executable plan can be generated. The second problem of 

manager dependence is solved by inputting tasks to all the agents directly and not to a 

central manager. This is achievable because broadcasting does not need to specify an 

agent's eligibility. So all the agents in the system can select tasks according to their 

personal status and intention. In this way one agent's failure to perform will not affect 

the overall task's performance and the performance of the system. Addressing the last 

problem, regarding the coherent behaviour of a performer, the CPS framework 

explicitly states commitments that an agent has made to the team and the conventions 

under which an agent is expected to behave in an unexpected circumstances. When an 

agent fails to perform its bidded task, it will inform the task manager, and the task 

manager will re-advertise the task to the public. In this way the task will not be left 
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unperformed if there is an agent who is able to perform it. The system as a whole can 

achieve coherent behaviour. 

4.4.2 Problems and Difficulties 

The test results show the refinement of the CPS framework over the Contract Nets. 

However, there are problems perceived by the tests. 

The first problem, somewhat unexpectedly, is the failure to perform an atomic task 

"bend_over" (see the results in Table 4.2). The problem occurred when agent2, which 

was configured as "prefers assistance" as its team formation condition, firstly recei~ed 

the task and it proposed a team formation for that task because it prefers assistance. 

When the task appeared on the task_to_bid partition of the blackboard, agent3 picked 

up the task; it also proposed a team formation to perform this task since it also prefers 

assistance. The system went on and engaged in a loop whereby the task never came to 

be performed. Studying the original team formation conditions in the CPS framework, it 

may be assumed that there are other agents in the system that do not prefer assistance. 

Otherwise a question is raised here whether simply specifying "prefers assistance" is 

adequate for the team formation proposing. The test indicates that it is inadequate. 

Unfortunately the CPS framework does not provide any definitions as to which agents 

there should be, and under what circumstances they should prefer assistance. 

The second problem perceived during the testing is the difficulty in writing agents' team 

formation rules. The CPS framework indicates team formation as "the agent that 

recognised the potential for cooperative action solicits assistance in a form of team 

action. If it is successful, then it will end with a group having a joint commitment to 

collective action." Difficulty was experienced in designing the agents' rules for team 

formation since the CPS framework does not provide any strategy that an agent can use 
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to make a decision as to whether or not to join a team. In order to ensure that a team 

formation is successful a compromise method was adopted in which the rules in the 

team registration KS were designed to respond whenever possible. This means that all 

the agents adopt a "benevolent" stance. This benevolent stance can make team 

formation successful but it raises a concern about the drawbacks of the "benevolent" 

stance, such as extra communication cost and lower efficiency of the systemic 

behaviour. In the application of controlling multiple robots' cooperation, the robots 

have different but overlapping functions. We do not want less efficient robots to become 

involved in a cooperative action instead of more efficient robots. At least we should not 

allow the less efficient robots to have more chance than the more efficient robots to be 

involved in a cooperative action if they are available. A further investigation in this 

aspect needs to be taken. 

The third issue, regarding the conditions for a cooperative action in the CPS framework, 

is regarded as too "narrow" in the sense that an all-agreed execution plan may not be 

necessary. The CPS framework states that a collective action cannot begin until the 

group agrees on a common plan. During the tests, the system initially suffered from the 

extra delay from performing atomic and combined tasks since the team formation and 

plan formation circles were performed. Actually atomic tasks do not need planning at 

all. Later in the system more agents were set to "no planning" for performing atomic 

and combined tasks. This is not a single and test-specific stance. The scenario does 

bring out a common case of teamwork, which may have important applications. Such 

teamwork includes "designed or orchestrated cooperation 1" among cognitive systems. 

In these cases an overall plan; which all the members have agreed to, is not necessary. 

1 These terms are quoted from [Castelfranchi and Conte 96] to mean the cooperative systems that have no overall 
plan agreed by all team members before the cooperative action can be carried out. 
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The members of a team may not even be aware of the overall plan (for example, the 

members of an army command during an attack); nor are they always informed about 

the overall plan (think of partisans, guerrillas, and terrorists). Their actions form part of 

the same larger plan. They are coordinated with one another, necessary to one another, 

and act deliberately. In the implementation and tests, different planning schemes were 

used to provide flexibility. This is beyond the specification of the CPS framework. 

The last issue regarding the criterion for successful team formation in the CPS 

framework, which is identified as the establishment of joint commitment among the 

team members, is too broad. The concern is raised by the heuristics perceived during the 

tests. When performing a complex task, team members only share the social rules that 

specify the commitments and conventions. There are other attributes that are important 

for a team in order to improve efficiency of the team. Such as resources sharing and a 

common measure of performance. The former is regarded as one of high intelligent 

team behaviours and the latter is regarded as necessary for measuring the performance 

of team members in case assistance and other rescue methods can be applied. Thus 

using only joint commitment as the only means of identifying team formation may not 

be enough. 

4.4.3 Heuristics 

The heuristics were generated during the implementation and testing. One of the 

common objectives of the CPS framework and this research is to try to develop a 

general model of multi-agent cooperation. It should be a full description of the multi­

agent cooperation process. In describing multi-agent cooperation, the CPS framework 

offers a good attempt but not a complete description. The difficulties experienced in the 

implementation and the tests of the CPS framework revealed that other important 

processes involved in cooperative action have been neglected by the CPS framework. 
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The CPS framework does not address an agent's goal selection, in terms of describing 

why an agent has a goal and why an agent adopts other agents' goals by offering 

assistance to other agents. It does not provide any mechanism for goal selection. In the 

test a goal is a task that an agent chooses to perform. Neglecting agents' goal selection 

brought difficulties in the implementation in terms of programming agents' strategy for 

selecting a task, responding to a team formation proposal, proposing a task performance 

plan and offering a bid. The CPS framework also does not address act selection by 

agents specifying why an agent chooses to act in teamwork and why an agent chooses a 

particular teamwork if there are alternatives available. Neglecting act selection brought 

problems with the agents' act selection flexibility and behaviour rationality. In the test, 

if an agent chooses to perform a task in teamwork, it will remain with this team effort 

no matter how much the team formation will cost. Actually, in many cases teamwork is 

not the best way to accomplish an intended task. The performance of a team is affected 

by many factors such as the intention and the performance of the team members, the 

environment, the team strncture and the policy adopted in the team [Steers 77]. If these 

factors combine together against the initial expectation of the team proposer, it is 

rational that the team proposer should drop its team formation efforts and try other 

alternatives. The problems perceived in the implementation and tests suggest that a 

complete description of cooperative action should include goal selection and act 

selection. With them various aspects associated with an agent's rational behaviour 

which result in a systemic efficiency can be characterised. Thus agents can choose and 

behave consciously both in self and social context. 

4.5 Summary 

Implementing the CPS framework intended to solve problems perceived in the 

implementation of the Contract Net framework and to develop a complete description 



Chapter 4. Implementation and Tests of Existing Frameworks{2) -The CPS Framework 87 

about a cooperation process among multiple· autonomous agents. Studying the main 

differences and the improvements of the CPS framework over the Contract Nets, which 

are its separation of cooperation into a four-stage model rather than a single interaction, 

allows many aspects of the cooperation process to be studied and evaluated. 

In the control of cooperation between multiple robots, the implementation of the CPS 

framework resolves the problems perceived in the implementation of the Contract Nets. 

Its applicability to the control of cooperative robots was obtained by using a number of 

compromised methods. The implementation revealed a number of aspects to which the 

CPS framework does not provide satisfactory answers. Firstly, the conditions of· an 

agent's recognition for a potential cooperative action are not appropriate. Secondly, the 

CPS framework assumes that the agents in the system are benevolent. This agents' 

benevolent assumption prevents the full potential of autonomous agents from being 

exploited. Considering the CPS framework as a general multi-agent system model, 

besides its shortcomings associated with the details in each stage of the problem 

solving, it neglects other processing stages in cooperative problem solving such as goal 

selection and act selection. These deficiencies were highlighted by the difficulties 

experienced in the implementation of the CPS framework. 

The last two chapters presented the initial experience of developing a framework for 

multi-agent cooperation. The method adopted in the development has been identified as· 

learning by doing. The learning is achieved through the actual building of multi-agent 

systems, implementing existing frameworks and testing their applicability in the 

problem domain. The lessons are identified problems, difficulties and heuristics 

associated with the adopted frameworks, which were perceived during the learning 

process: 
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1. The Contract Net framework is inapplicable to the control of multiple robots' 

cooperation, which means it is unsuitable as a general model for multi-agent 

cooperation. It does not specify any social laws in a social context. Nevertheless, 

it provides a powerful communication protocol between agents that can be used 

among a group of agents for any social behaviour. 

2. The CPS framework is applicable to the control of multiple robot cooperation 

with some compromised methods in place. It is a useful attempt to describe a 

multi-agent cooperation system that eases the difficulties of formalising a multi­

agent cooperation model. For example, it identifies the conditions under which 

there is potential for cooperative action. As a general multi-agent system model, 

the CPS framework is not yet complete. It neglects other stages in a cooperative 

action that are important for system performance in a social context. 

The implementation of existing cooperation frameworks not only provided useful 

experience in building multi-agent system but also provided a fresh way of developing a 

framework for multi-agent system. This is that both the Contract Net framework and the 

CPS framework were developed given inspiration by natural multi-agent systems. For 

example, the Contract Nets simulate human experts working together trying to complete 

a large task and the CPS framework developer found that human societies are natural 

multi-agent systems. Indeed, cooperative problem solving is a common process in our_ 

every day life, such as moving a heavy object, playing a symphony, or writing a joint 

paper. The next chapter will present a framework for multi-agent cooperation. It is 

greatly inspired by sociology. This method has been identified as learning by analogy in 

the beginning of this chapter. 



Chapter 5 

Shifting Matrix Management 

Learning by analogy --

A good army commander has to learn to become a good Chess player. 

-- A Chinese proverb 

Human organisations are arrangements of distributed real intelligence. 

So, any model of Distributed Artificial Intelligence (DAI) is in some 

sense a model of an organisation. 

-- Michael Masuch, 1992. 

Starting from this chapter, the following three chapters will provide the main theoretical 

contributions of this thesis. Firstly, a Shifting Matrix Management (SMM) framework is 

proposed in this chapter. It is driven by searching for solutions to the problems 

perceived in the previous implementations of the existing cooperation frameworks. The 

SMM framework proposal is based on a fundamental belief that any multi-agent system 

is a form of organisation, and such an organisation is situated in an environment that 

can be specified for the purposes of analysis and evaluation. Thus a method of learning 

by analogy has been adopted. The name of the SMM framework is borrowed from 
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Mintzberg's theory of organisational structures [Mintzberg 79]. It describes a natural 

cooperation process among multiple autonomous agents in modern marketing 

enterprises. There is increasing evidence to support the claim that the framework of 

natural multi-agent systems in cooperative problem solving has a great impact on the 

artificial multi-agent systems [Wooldridge and Jennings 94(2), Castelfranchi and Conte 

96]. The SMM framework provides a more complete description of a cooperative 

process among a group of autonomous agents and addresses a number of basic issues 

that are associated with the process of cooperation. 

Chapter 6, as the second part of the theoretical contributions of this thesis, will provide a 

decision theory underlying an agent's act selection. The theory is developed because it 

has hitherto been neglected by DAI theorists. Without it, a complete description of the 

cooperation process can not be produced. 

Finally, in Chapter 7 a formalisation of the SMM framework is provided based on the 

newly developed decision theory and the existing multi-modal logic. The formalisation 

of the SMM framework provides a computationally tractable multi-agent system model 

and offers a clear mapping from the theory to its implementation. 

In this chapter, section 5 .1 provides a brief review of organisation theory. It serves as an 

analogy that can be used to develop a framework for multi-agent systems since human_ 

beings can be viewed as intelligent autonomous agents and human organisations as 

natural multi-agent systems. In section 5.2 organisational approaches in DAI are 

reviewed. It studies existing efforts inspired by organisation theory in solving problems 

in multi-agent systems. The review of organisational approaches and organisation theory 

together provides the basis for the SMM framework as described in section 5.3. Finally 

section 5.4 provides a summary of the chapter and concludes with the need for a 
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decision theory about an agent's act selection• in order for a formal SMM model to be 

developed. 

5.1 Organisation Theory 

Organisation theory studies "patterns of activities through which the task of the 

organisation is performed" [Miller and Rice 67, P. 33]. It has a long history of research 

in which many different patterns have been constructed [Miller 59, Trist et al. 63, Hall 

72]. In organisation theory a pattern means "a set of administrative arrangements to cope 

with a given task" [Rice 65]. The initial motivation for developing different patterns. of 

organisation was to find the most efficient arrangements for performing the task of 

organisation [Steers 77]. 

5. 1. 1 What is an Organisation 

1. An organisation as an open system 

One of the definitions of an organisation treats an organisation as an open system. An 

open system is "a set of elements standing in interrelation among themselves and with 

the environment" [von Bertalanffy 72, P. 417]. The general notion of an open system is 

simple and is composed of three components: inputs, throughputs or conversion, and 

outputs (see Figure 5.1). 

Inputs ~ Throughputs Outputs -, 
(Conversion) 

, 

External Environment 

Figure 5.1 A basic paradigm for an open system model 
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Inputs represent all the factors that are "invested" in an organisation by the external 

environment. Such inputs may include new employees, money, raw materials, new 

machines, and so forth. These inputs are then transformed in the throughput or 

conversion stage into a variety of outputs that are returned to the environment, such as 

finished products, profits or return on investment, retiring or terminating employees, and 

so forth. Thus, an organisation is seen as continually interacting with its environment in 

a variety of exchange relationships. 

Viewing an organisation as an open system can help us to understand the relationship 

between an organisation and its environment. This is that any organisation, as an open 

system, must exchange materials with its environment in order to survive [Rice 76]. To 

survive in a changing environment means maintaining its existence which further means 

keeping its three components. The exchange of materials from an organisation with its 

environment is through the process of import-conversion-export. This process in an 

organisation has revealed the following main points: 

1. The difference between what it imports and what it exports is a measure of the 

conversion activities of the organisation. A manufacturing company, for 

example, imports raw materials, converts them and exports finished products 

(and waste). For the outputs it receives a pay-off, from which it acquires more 

inputs. The inputs to a university, as another example, are students; and the 

outputs are graduates (and failures). 

2. The inputs and outputs are the results of import-conversion-export processes that 

differentiate organisations from each other. Every organisation, however, may 

have many import-conversion-export processes. A manufacturing company, for 

example, recruits employees, assigns them to jobs, and sooner or later exports 

them through resignation, retirement, dismissal or death. It imports and 
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consumes power and stores; it collects data about markets, competitors and 

suppliers' performance and converts the data into plans, designs and decisions 

about products and prices. 

3. The nature of the many processes and their inputs and outputs reveal the variety 

of relationships that an organisation, or part of it, makes, with different parts of 

its environment, within itself, and between its different parts. 

4. The different processes reveal the variety of tasks the organisation performs as a 

whole and the contributions of its different parts to the whole. 

Based on the open system framework, organisation theory concludes that every 

organisation has, however, at any given time a primary task - the task it must perform to 

survive'. The import-conversion-export process is that process by which the primary 

task is performed. It is this dominant process that defines the essential relationship of an 

organisation to its environment, and to which other tasks and other throughputs are 

subordinate. 

2. An organisation as a goal-seeking system 

Definitions of organisations abound in the literature of organisation theory. For instance, 

Barnard [Barnard 38] views an organisation as "a system of consciously coordinated 

activities of two or more persons." In other words, organisations have stated purposes,· 

communication systems and other coordinating processes, and a group of people who 

are willing to cooperate on the tasks necessary for goal attainment. Similarly, Etzioni 

[Etzioni 64] suggests that organisation is "planned units, deliberately structured for the 

purpose of attaining specific goals." Moreover, Porter, Lawler, and Hackman [Porter et 

al. 75] suggested that organisations are generally characterised by five basic factors: 1) 

1 For a fuller description of this concept and the system theory of organisation see [Miller and Rice 67]. 
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social composition; 2) goal orientation; 3) differentiated functions; 4) intended rational 

coordination; and 5) continuity through time. 

Several common threads run through these various definitions of an organisation. Most 

importantly, a common view of an organisation is the related notion of goal orientation. 

In other words, individuals are viewed as joining together and coordinating their 

activities to create a viable system capable of attaining common objectives. Every 

member may not value all the objectives equally; instead, an individual would probably 

pursue some goals which have less value to themselves in exchange for securing the 

efforts of others on those goals that are more highly valued by the individual. Thus, 

through coalition and cooperation, members of an organisation are attempting to satisfy 

their diverse needs and goals to the extent possible commensurate with resources. 

Viewing an organisation as a goal-seeking system has several advantages. To begin 

with, it focuses attention on the dynamic interactions among the factors that affect the 

organisation's behaviours. For instance, we may examine how variations in tasks affect 

the organisational structure, and how these two variables (the task and the structure) 

jointly affect performance of the organisation. Secondly, by focusing on goals and 

objectives, it becomes possible to examine effectiveness and efficiency against 

organisational intentions. Instead of using our own value judgements concerning what 

an organisation should be pursuing, we can study within a more objective framework 

what an organisation is actually trying to do, and how well it succeeds [Steers 77]. 

Finally, viewing an organisation as a goal-seeking system allows for a clear recognition 

of the transient and changing nature of the organisation and its purposes. Not only does 

the organisation become modified over time in terms of structure but also in addition the 

goals that the organisation pursues may shift for various reasons. Hence, viewing an 

organisation as a goal-seeking system allows for a more thorough examination of how 



Chapter 5. Shifting Matrix Management 95 

an organisation is constructed and how its objective can be generated and pursued in a 

successful or unsuccessful fashion. 

5. 1.2 Organisation Existence and Performance 

In the above open system view and goal-seeking view of an organisation, goal 

attainment is important. This goal includes performing the primary task. In order to 

survive and maintain some degree of effectiveness in an organisation, it is necessary to 

identify and study the factors that affect an organisation's existence and performance. 

Organisation theory suggests many factors that have a direct impact on the 

organisation's existence and performances. The most influential four factors are 

organisational characteristics, environment characteristics, individual characteristics, 

and coordinating policies [Steers 77]. 

• Organisational characteristics. It is the most important factor that affects the 

existence and performance of an organisation. Organisational characteristics 

mainly reflect the structure of an organisation. The structure refers to the 

relatively fixed relationship that exists in an organisation with respect to the 

arrangement of human resources. It is the unique way an organisation fits its 

people together to create an organisation. As such, the notion of structure 

includes such factors as the extent of decentralised control, the amount of task 

specialisation, the extent to which interpersonal interactions are formalised, and 

so forth. Thus structure defines how people are grouped together for the 

accomplishment of tasks. 

• Environment characteristics. The second factor that affects the existence and 

performance of an organisation is the environment in which the organisation 

finds itself. The environment is the external forces that arise outside the 
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organisational boundaries and affect internal organisational decisions and 

behaviours. It includes the relative degree of environmental stability, the degree 

of environmental complexity, and the degree of environmental uncertainty. 

• Individual characteristics. The third factor is the individual employee 

characteristics. This refers to the role of individual differences across employees 

in an organisation. Different employees possess different outlooks, goals, 

desires, beliefs, and abilities. These individual variations often cause people to 

behave differently from one another. These differences can have a direct bearing 

on two important organisational processes that can further have a marked impact 

on organisational effectiveness. These are organisational attachment, or the 

extent to which employees identify with their employer in different 

organisations, and in different individualjob perfonnance. 

• Coordinating policies. Finally, coordinating policies employed and practised in 

an organisation, play a central role in the success of an organisation coordinating 

and facilitating goal-directed activities. These policies affect individuals' 

motivation, goals and behaviour. A suitable reward policy can attract more 

potential employees and motivate employees to contribute more to the 

organisation so that employees can satisfy personal needs and goals while 

simultaneously pursuing organisational objectives. 

5.1.3 Diversity in Organisation 

Organisations, sitting in different environments, performing different tasks, practising 

different coordinating policies, employing different people, are heterogeneous in size 

and shape. The diversity of organisations is identical with their structures. Here the 

structure refers to the manner in which an organisation organises its human resources 
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for goal-directed activities. It is the way the. human parts of an organisation, which 

constitute the performers of activities, are fitted into relatively fixed relationships that 

largely define patterns of interaction, coordination, and task-oriented behaviour. 

1. Linear and hierarchical structures 

The earliest organisation structures result in a natural grouping in order to survive or to 

complete a particular task. It can be viewed as flat or linear structure [Steers 77, 

Mintzberg 79]. Later the hierarchy of authority and the distribution of power form a 

hierarchical structure. It starts with individuals being grouped into units, each under its 

own authority; then units are clustered into ever larger units under their own authority; 

repeating this clustering process until the whole organisation comes under a single 

authority. This hierarchical structure (see Figure 5.2) is still widely used in present 

organisations. 

However, grouping is not simply a convenience for the sake of creating an organisation, 

or a useful way to keep track of everyone who works for the organisation. Rather, it is a 

fundamental way to coordinate works in the organisation for four reasons [Mintzberg 

79]: 

1. It establishes a system of common supervision among individuals and units. 

2. It creates a common base of sharing resources among individuals and units. 

3. It establishes a common measure of performance among individuals and units. 

4. It encourages mutual adjustment among individuals and units. 

Based on these regards, hierarchical structures always face the problem of which basis 

for grouping is to be used at the next level in the hierarchy. Individuals and units can be 

grouped by Junction which include knowledge, skill, work experience, and work 
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process, and by market which include output, client, and place. Generally, on one hand, 

individuals and units can be grouped by means, by the intermediate functions the 

organisation uses to produce its final outputs, on the other hand, they can be grouped by 

ends, by the features of the markets served by the organisation such as the products or 

services it markets, the clients it serves, the places where it serves them. No matter what 

the basis of grouping at one level in a hierarchical organisation, some interdependencies 

always remain. Functional groupings pose workflow problems, whereas market-based 

groupings impede contacts among like specialists. 

There are three ways to deal with the "residual interdependencies": 

1. a different basis of grouping can be used at the next level in the hierarchy; 

2. a parallel grouping can be used. For example, staff units can be formed next to 

line units to advise on the problem; 

3. a special device called liaison, coordinating the work of two units directly 

without having to pass through other control or managerial channels, can be 

overlaid on the grouping. 

They are shown in Figure 5.2. In each case, however, one basis of grouping is always 

favoured over the others. The problems therefore still remain. 
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(a) Hierarchical structure (b) Line and Staff structure 

0 

' ------------------------

(c) Liaison overlay structure (d) Matrix structure 

Figure 5.2 Structures to deal with residual interdependencies [Mintzberg 79] 

2. Matrix and shifting matrix structure 

The matrix structure (see Figure 5.2 (d)) is a modem structure found in many high 

technology organisations. It has been shown that it has many advantages over other 

structures such as linear and hierarchical structures [Mintzberg 79]. For example, 

dealing with the "residual interdependencies" problem, a matrix structure can 

compromise two or more bases for grouping together rather than a single one. In 

general, the matrix structure is a structure that is used to balance two or more bases of . 

grouping, as shown in Figure 5.2(d), for example functional with market or one kind of 

function with another, or one kind of market with another kind of market. This is done 

by the creation of two or more dimensions of authority, constraint, and responsibility in 

an organisation. 

A shifting matrix structure is defined in contrast to a permanent form of matrix structure 

in which the individuals remain more or less in a fixed place as shown in the example of 
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a hypothetical multinational firm in Figure 5.3(a). 

V~e President 
v~ President 
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V~ President 

Canada 
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v~ President 
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(a) A Permanent Matrix Strucutre in An 

International Finn 
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Program Coo<dinatOfS 

Propulsion 

1 Project1 r·--
1 Project2 1----
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Tracking 

1 Project3 1----- --------

ExecuUva Staff 
Coomttoo Sarvioo 

Camara Satellite 
Coostrudion Design 

1 Project4 1---- -------- --------
(b) Shjftting matrix structure in the NASA ooather satellite 
program 

Figure 4.3 Matrix and shifting matrix structures [Mintzberg 79] 
In Figure 5.3(a) the position of an individual in the organisation is relatively fixed. In a 

shifting matrix structure the units and the individuals move around frequently depending 

on the tasks of the organisation in hand. A typical example of the shifting matrix 

structure in a high technology industry can be constructed by a combination of function 

and the task. That is individuals are grouped by speciality in functional departments for 

housekeeping purposes and deployed them from various departments in task 

performance teams to do the work, as shown in Figure 5.3 (b). 

5. 1.4 Summary 

Organisation theory studies the patterns of activities through which the tasks of the 

organisation are performed. The two dominant views of an organisation are the open 

system view and the goal-seeking system view. The open system view emphasises the 

response of an organisation to its environment. It concludes that any arrangement of 

organisational components and their relationship has to be in favour of accomplishment 

of the primary task. The primary task is the task that organisation must perform to 

survive in the environment. It is the performance of the primary task that defines the 

essential relationship of an organisation to its environment, and to which other tasks and 
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other performances are subordinate. The goal-seeking system view emphasises the 

ultimate goal of the organisation, which is the attainment of the common objectives of 

the organisation. A goal-seeking system view enables a study of various parts of an 

organisation and the organisation itself can be taken. The two views of organisation are 

not contradictory but complementary. On one hand, to attain the common goal of an 

organisation, the organisation has to survive in the environment first. On the other hand, 

the purpose of survival of an organisation is to perform activities and to attain its 

intended goals. 

Based on the two views of an organisation, the four factors that have the greatest impact 

on organisational existence and effectiveness have been identified. These are structure, 

environment, individuals and policies applied in the organisation. Among these four 

main factors, structure is the most important factor that affects the others. Four types of 

structure linear, hierarchy, matrix and shifting matrix have been reviewed. 

Returning to the initial purpose of reviewing organisation theory, as a means of finding 

a solution for multi-agent cooperation problems. Organisation theory, as described 

above, shows how the different views of an organisation; the factors that affect the 

existence and the effectiveness of an organisation; the existing structures in different 

organisations, can be beneficial in searching for a solution for the cooperation problems 

in multi-agent systems. Above all, the most important lesson that should be learnt from 

organisation theory is that the pattern of arranging activities in an organisation for its 

goal attainment is adopted by the basic entity of the organisation rather than an external 

force. Therefore, research efforts in multi-agent systems should not be focused on 

designing a fixed structure or system arrangement for a specific multi-agent system. 

Instead the efforts should be focused on the study of the mechanisms that allow agents 

to organise a structure or a pattern by themselves. If one does so, one can confidently 
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believe that the agents in any multi-agent systems should have a similar structure or 

pattern with those in human organisations since we treat agents as autonomous and 

intelligent entities. 

5.2 Organisational Approaches in DAI 

Learning from organisation theory is not a new idea. Many researchers in DAI have 

already done so. This section provides a review of existing work related to learning from 

organisation theory in DAI. In the first part, the definition of organisation and the 

definition of structure in DAI are introduced. The second part of this section outlines the 

significant research in organisational study in DAI. Finally, the problems existing in the 

current approaches are identified in order for the proposal of the SMM framework to be 

placed in context. 

5.2. 1 Organisation and Structure Definitions in DAI 

Historically, DAI systems have had very limited flexibility to adapt their global 

behaviour, since usually they were designed to handle a single aspect of the problem at 

hand, such as task allocation [Cammarata 83, Davis and smith 83, Durfee and Lesser 

87]. In such systems, there is no notion of an organisation. At the most it only has a 

notion of structure. This structure is a fixed arrangement of different parts in a system. 

Until, later, the problems that DAI faced reached such a level that complexity,· 

distribution, dynamic, and openness could not be ignored, then it became important to 

develop DAI systems to be flexible, adaptable and incremental. The multi-agent systems 

approach is one of the efforts to build such systems. It adopts a bottom-up design 

strategy and much effort has been given to studying individual agent's attributes. 

Nevertheless, the notion of organisation has been introduced. Unfortunately the 

dominant philosophy in multi-agent systems research is that the success of the 
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individual agent is the sole metric for the evaluation of the system pe,formance [Moulin 

and Chaib-Draa 96]. It is anything but a complete view according to organisation 

theory. 

Based on this incomplete view, organisation and structure have different definitions to 

the ones in organisation theory. Some definitions of organisation in DAI are given 

below: 

• Gasser [Gasser 86] views an organisation as a "particular set of settled and 

unsettled questions about beliefs and actions through which agents view other 

agents." 

• Bond defines organisation as a set of agents with consistent mutual 

commitments [Bond 90]. 

• Malone' s [Malone 90] definition is "a group of agents is an organisation if they 

are connected in some way (arranged systematically) and their combined 

activities result in something better (more harmonious) than if they were not 

connected." 

• Moulin and Chaib-Draa's [Moulin and Chaib-Draa 96] explanation is "a set of 

agents with mutual commitments, global commitments, mutual beliefs, and 

eventually, joint intentions when these agents act together to achieve a given 

goal." 

The difference between the definitions in DAI and in organisation theory is that in DAI 

the definition of organisation is based on notions such as beliefs, intentions, and 

commitments. They are driven by the degree of cooperation that exists between agents, 

and by the spectrum of communication strategies that is offered to an agent in order to 

exchange beliefs, intentions, and commitments [Moulin and Chaib-Draa 96]. 
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A structure in DAI has been defined as . a pattern of information and control 

relationships that exist between agents, and the distribution of problem-solving 

capabilities among them [Moulin and Chaib-draa 96]. In cooperative, distributed 

problem solving for example, a structure gives each agent a high-level view of how the 

group solves problems and the roles that each of the agents plays within the structure. 

With this view, the agents can ensure that they meet conditions that are essential to 

successful problem solving, including the following [Corkill and Lesser 83]: 

• Coverage: all necessary portions of the overall problem must be included in the 

activities of at least one agent. 

• Connectivity: agents must interact in a manner, which permits the covering 

activities to be developed and integrated into an overall solution. 

• Capability: coverage and connectivity must be achievable within the network's 

communication and computation resource limitations, as well as the reliability 

specifications of the group. 

Generally, the structure must specify roles and relationships to meet these conditions. 

For example, to ensure coverage, the structure could assign roles to agents according to 

their competence and knowledge of a given subproblem. The structure must also 

indicate the information of connectivity to the agents so that they can distribute · 

subproblems to competent agents. This connectivity information should also allo_w 

agents with overlapping competence to avoid duplication of effort when solving the 

same subproblem. 

It is clear that in DAI, organisation arises as a result of joint actions from agents' mental 

behaviour and the environment. Structure is a pattern defined by external sources as a 

high-level constraint to agents to ensure the success of problem solving. 
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5.2.2 Societies of Agents in DAI 

Many researchers in DAI realise that: 1) human organisations are naturally distributed 

systems; 2) there have developed various kinds of solutions for the problems faced by 

the individuals who belong to them, such as distributed decision making, hierarchical 

control, group coordination activities, etc.; 3) their results can be usefully adopted by 

DAI research [March 65, Bond and Gasser 92, Moulin and Chaib-draa 96]. They 

proposed and developed several organisational models for multi-agent systems or 

models which are focused on a part of organisation activities or goal attainment process 

that can be used in multi-agent systems [March 65, Fox 81]. 

1. Research related to organisation characteristics 

Kornfeld and Hewitt • Scientific community. Kornfeld and Hewitt have proposed that 

multi-agent systems can be organised in a manner analogous to the organisation of 

scientific research [Kornfeld and Hewitt 81]. In their scientific community metaphor, 

agents are organised into loose classes that have general problem-solving goals. 

Proposers propose possible solutions to the problem at hand. Proponents then collect 

and present evidence in favour of a proposal, while sceptics collect and present evidence 

to disprove it. Sponsors, or evaluators, examine proposals as they accrue and balance 

the system so that more work is done on those proposals that seems to be favourable. 

Malone - Group organisation. Malone [Malone 90] did a comprehensive study of 

group organisation. He analysed in a systemic way the analogies between human 

organisation and computer systems. He proposed a framework for analysing different 

ways of segmenting and coordinating tasks among a group of agents. He claimed that 

the group organisation depends upon the capacity of agents to coordinate their activities. 
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Wooldridge - A model of multi-agent systems. Wooldridge [Wooldridge 92, 

Wooldridge and Fisher 92] based on both natural and artificial multi-agent systems 

developed a family of logic for representing the properties of multi-agent systems. He 

also developed a simple, and in some sense general, model of multi-agent systems. His 

model has been implemented in the previous chapter as a part of the learning by doing 

approach in this research. 

2. Research related to coordinating policies 

Smith and Davis - Contract-net. Smith and Davis [Smith and Davis 81] developed a 

human organisation metaphor called Contract Nets for cooperative task performance. In 

the Contract Net framework, agents coordinate their activities through contracts to 

accomplish specific tasks. This metaphor has also been implemented in the previous 

chapter. 

Bond - Consistent mutual commitments. Bond [Bond 90] uses the concept of 

commitment from sociology introduced by Becker [Becker 60]. Because agents' 

cooperative behaviour is regarded as that the agents participate in several organisations, 

the notion of commitments must be introduced since the agents may participate in other 

organisations and it is the notion of commitments that constrains the agents' 

cooperation. Bond also attempted to formulate this idea of commitment, and to extend it 

into the notions of agent and organisation. 

Shoham and Tennenholtz - Useful laws. Shoham and Tennenholtz [Shoham and 

Tennenholtz 92] proposed a formal approach to deal with "useful laws for artificial 

agents' societies." These social perspectives of DAI greatly influenced the solutions 

proposed for modelling group activities such as cooperation or coordination of agents. 
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3. Research related to individual characteristics 

Cohen and Levesque - Persistent goal and intention. Cohen and Levesque's 

contributions [Cohen and Levesque 90(1)] are not directly aimed at the agents' 

organisation since their formalism was originally used to develop a theory of intention 

which the authors required as a pre-requisite for a theory of speech acts [Austin 62, 

Searle 69, Cohen and Levesque 90(2)]. However, their formalism has subsequently 

proved to be useful for reasoning about agents. It has been used in an analysis of conflict 

and cooperation in multi-agent dialogue [Gallers 89], as well as in several studies in the 

theoretical foundations of cooperative problem solving [Levesque 90, Jennings 92, 

Castelfranchi 90, Rao and Georgeff 91, Singh 94, Wooldridge and Jennings 94]. Cohen 

and Levesque based on the philosophical work of Bratman [Bratman 90], constructed a 

logic of rational agency. Over this framework, they introduced a number of derived 

constructs, which constitute a "partial theory of rational action" for individual agents; 

intention is one of these constructs. The first major derived construct is the persistent 

goal. An agent has a persistent goal <p if and only if: 

1. It has a goal that <p eventually becomes true, and believes that <p is not currently true. 

2. Before it drops the goal <p, one of the following conditions must hold: (i) the agent 

believes <p has been satisfied; or (ii) the agent believes <p will never be satisfied. 

It is a small step from a persistent goal to a first definition of intention, as in "intending 

to act": an agent intends to do action a if and only if it has a persistent goal to have 

brought about a state where in it believed it was about to do a, and then did a. 

Rao and Georgeff - joint intention. Similarly, motivated by trying to describe, analyse, 

and specify individual agents' behaviour by intentional notions [Dennett 87], but 

different from Cohen and Levesgue's work, Rao and Georgeff [Rao and Georgeff 91, 
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93] are focused on describing individual agents collaborative working within a social 

context. The notion of joint intention was introduced to explain how team members 

could act together. In Rao and Georgeff' s logical framework, three primitive modalities: 

beliefs, desires, and intentions were used. This is different from Cohen and Levesque's 

work where only two basic attitudes, beliefs and goals, were used, and intention was 

defined in terms of beliefs and goals. 

Jennings and Mamdani - joint responsibility. Jennings and Mamdani [Jennings and 

Mamdani 92] view joint responsibility as a "metalevel" description of how cooperating 

agents should behave when engaged in collaborative problem solving. Their formal 

account of joint responsibility uses modal and temporal logic to define preconditions. 

These preconditions must be satisfied before joint problem solving can start. They also 

prescribe how individual team members should behave once joint problem solving has 

started: agents agree that they will obey a "code of conduct" to guide their actions and 

interactions while performing the joint activity. 

4. Other research influenced by organisation theory 

Werner - Unified theory for social unit. Werner [Werner 89] developed a unified 

theory of communication, cooperation, and social structure. It is used as the foundation 

for the design of agents' systems that behave as a social unit or group. He proposed a 

formal account of an agent's intentional states and related the linguistic messages to 

their effects on the planning process. This approach allowed him to give an account of 

social cooperative action, because agents' intentional states are mutually modified by 

communicative exchange, for example a conversation or a discourse. 

Star - Structure of ill-structured solution. Star [Star 89] supported the idea that the 

development of DAI should be based on a social metaphor, rather than on a 
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psychological one, and suggested that systems should be tested regarding their ability to 

meet community goals. Star suggested to use the concept of "boundary objects" derived 

from analysis of organisational problem solving in scientific communities. Boundary 

objects are those objects that are malleable enough to be adaptable across multiple 

viewpoints, yet maintain continuity of identity. 

Gasser et al. - Settled and unsettled questions. Gasser and his colleagues [Gasser et al., 

89] developed a framework for representing and using organisational knowledge in 

DAI. They view organisation as a coordination mechanism, a particular set of settled 

and unsettled questions about belief and action that agents have about other agents. The 

way to define organisation is to locate the concept of organisation in the beliefs, 

expectations, and commitments of agents themselves. With this viewpoint, 

organisational change means opening and/or settling some different sets of questions in 

a different way, giving individual agents new problems to solve and, more importantly, 

different assumptions about the beliefs and actions of other agents. 

There are other comparisons with various human organisations that provide a qualitative 

insight for DAI. These include economic markets [Miller and Drexler 1988], the Society 

of Mind [Minsky 86], and social dependence [Castelfranchi 92]. 

5.2.3 Summary 

DAI initially does not have the notion of organisation. This is because of the nature of 

the problems that it tries to solve and the way it solves the problem. Usually the 

problems, although they are mostly distributed, are also clearly defined. The system thus 

has a clearly defined boundary, function and capacity. The dynamics, openness and 

adaptability were not problems in designing such DAI systems. 
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Until the problem became so complex that the boundary of the problem-solving system 

cannot be clearly defined before the system can be constructed, multi-agent systems was 

introduced and the notion of agents' organisation was also introduced. However, the 

definition of agents' organisation was different from the definition of organisation in the 

organisation theory. This is because the multi-agent systems approach was focused on 

the individual agents and was trying to represent an agent in a more rational way so that 

the agent can perform rationally in a social context. The dominant philosophy in multi­

agent systems was that the success of a multi-agent system performance depends on the 

success of an individual agent's performance. It ignored other factors such as an agent's 

organisational characteristics. Based on this incomplete view, a structure in an 

organisation became a top-level constraint on an individual agent. Agents only played 

roles that were defined by the structure within a predefined relationship. 

Efforts in studying human society, particularly those having an inspiration from 

organisation theory, enabled many multi-agent cooperation models to be proposed, such 

as scientific community by Kornfeld and Hewitt and a model of multi-agent systems by 

Wooldridge. However, several models were specially focused on one process in an 

organisation's goal attainment. For example, the Contract Net by Smith and Davis and 

the group organisation by Malone were models for task allocation. Others were focused 

on agents' coordinating policies and individual agents. They missed a fundamental point· 

from organisation theory, which is _that the structure of an organisation ought to be 

designed, chosen, selected and adopted by the basic entities of the organisation. In the 

human organisation the basic entities are human, so the organisational structure is 

studied and designed by humans themselves. Similarly, in multi-agent systems, the 

structure of agents' organisation should be designed, constructed, or adopted by agents. 

It does not mean that we cannot discuss and study agents' organisational structure. 
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Instead, this author believes if the agents are really autonomous and intelligent, they 

should be able to adopt the results from humans as high intelligent agents, or they 

should have a similar structure in their organisation as we do in human organisation. 

The point is that we should provide agents enough knowledge, logic, intelligence, and 

autonomy to enable them to structure their organisation in a similar format to humans, 

rather than copy human organisation structures and apply them to multi-agent systems. 

Research in constructing and representing an intelligent agent has achieved many useful 

results, such as intention theory [Dennett 87, Cohen and Levesque 90(1), (2), Rao and 

Georgeff 91, 93] which is based on folk psychology and anthropomorphism. The former 

states that human behaviour is predicted and explained through the attribution of 

attitudes, such as believing, wanting, hoping, fearing and so forth. The latter offers a 

way of representing agents in terms of human-like mental states. Firstly, there are a 

number of researchers who have proved that an agent's intentional stance is appropriate 

[McCarthy 79, Shoham 93, Seel 89, Rosenschein and Kaelbling 86]. Secondly, the 

agents intentional stance explains how an individual agent's behaviour results from and 

is conducted by its mental states [Cohen and Levesque 90 (1) (2), Rao and Georgeff 91, 

93]. Thirdly, in line with this research, the agent's intentional stance can help to explain 

a group of agents' organisational behaviours by their individual mental state. Therefore 

the SMM framework is not only inspired by organisation theory but also encouraged by · 

similar works in multi-agent systems. 

5.3 Shifting Matrix Management 

In this section the SMM framework will be proposed based on the organisation theory 

and the related work in multi-agent systems. The available theories that could be 

possibly used to support the SMM framework are listed. The need of a decision theory 



Chapter 5. Shifting Matrix Management 112 

that governs an agent's act selection is identified which sets up an objective for the next 

chapter. The application of SMM in multi-agent systems is a novel contribution, first 

reported in [Li et al 97]. 

5.3. 1 Shifting Matrix Management Framework 

Shifting Matrix Management describes a natural cooperation scenario where: 

a collective of agents, with different motives and capabilities, gather together to perform 

some tasks. At any given time, the agents in the system always find that they are located in a 

cross point of a shifting matrix structure that is jointly defined by the tasks, the motive and 

the capability of the agents. Individual agents have the right to select tasks to work on 

according to their motive and capability by joining a task performance team. Working in 

isolation is viewed as a singular team. The team can also select its members by its existing 

members suggesting or refusing an individual to join the team. After a team is formed, a 

temporary, relative fixed relationship in the team is constructed. At the same time a 

commonly accepted social norm, peiformance measurement, resources allocation and 

mutual adjustment in the team are also established. Each member will act according to this 

social norm as a "code of conduct." A team can have different roles played by the individual 

members. Members have the right to contribute to the team in different forms such as 

propose, discuss, or determine a performance plan, or act as an executor in the task 

performance process and so forth. Once the task has been accomplished, the team is 

disbanded and the individual agents are free to organise or join other teams. Then a new task 

performance circle is started and individuals will experience the same process where they 

may find that they are located in different positions of the shifting matrix structure. 

To describe this scenario, a six-stage framework is proposed for any multi-agent 

cooperation systems [Li et al. 97]. The six stages are: 
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1. Goal selection: The SMM model starts when a set of new tasks is generated in 

the multi-agent systems. There are a number of agents who distinguish 

themselves from other agents by different motives, functionality, and knowledge. 

These differences define the agents' variety of mental states in having goals, 

beliefs and intentions. The first action performed by agents in a cooperation 

process is to select tasks to perform related to their initial mental states. At the 

end of this stage, agents should have settled goals. 

2. Act Selection: In this stage, agents will select and adopt a way in which their 

settled goals can be achieved. Normally, there is more than one way of achiev1ng 

a goal. For example, an agent that recognises its intended goal is a common goal 

with other agents, would have to decide whether to bring about this goal in 

isolation or in teamwork with other agents. This decision making is the result of 

an agent's individual mental behaviour on alternative possible actions. It is 

affected by a number of factors, such as the chances of an action taking place 

and being completed, the personal evaluation on the consequences of the action, 

and the personal idea about the outcomes of the action. The termination of this 

stage is that the agents in the system have decided the way of achieving their 

intended goals. 

3. Team formation: In this stage, the agents that decided to achieve their goals in a 

cooperative manner will attempt to organise the tasks' performance teams. If 

their attempts are successful the teams shall be formed. The establishment of a 

team means creation of a common rule, a base of sharing resources within the 

team, a common measure of peiformance and a mutual adjustment among team 

members. 
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4. Plan formation: One way of maximally utilising the resources and the 

functionality among team members is to have a joint plan that most members in 

the team believe is the most favourable way of achieving the intended goal. The 

workload among team members can then be re-distributed according to this joint 

plan so the best candidate will do the most suitable work. The plan formation is 

a process of negotiation so that the team members jointly attempt to reach a state 

where they agree on a settled way of achieving their joint intended goal. 

5. Team action: In this stage, the newly agreed joint plan is executed by the team 

members. This execution is under the "code of conduct" that has been set up 

when the team is formed to ensure that the each member's share of the task in 

the joint plan can be successfully done. 

6. Shifting: The last stage of a cooperation process is the agents' goal, position, 

and role shifting. The end of this stage marks the disbandment of the team. In 

this stage, mutual adjustments among agents take place despite the adjustments, 

which were carried out during other stages. This mutual adjustment emphasises 

learning from each other, knowing each other, and establishing 'trust', 'credit', 

or 'friendship' towards each other according to the success or the failure they 

experienced together. This is important because the agents' cooperation is not a 

one-go process. It is a circular process where each circle consists of the above 

six stages until all the tasks are accomplished. The agents know about each other 

will increase the chance of success in the next round of cooperation and thus 

improve the system performance. 
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5.3.2 The Theories Used in the SMM Framework 

Only providing a general framework is not enough. Theoretical support is necessary to 

construct a formalised SMM model that can benefit both application and formal 

proofing. The purpose of this section is to seek the theoretical support for the SMM 

framework. 

The six stages in the SMM framework can be viewed as three main layers: an individual 

layer which refers to the agents' goal selection stage, a pre-social layer which is 

composed of act selection and team fonnation, and a social layer which consists of plan 

formation, team action and shifting. The individual layer, as its name suggests, is merely 

a layer of individual agents' mental behaviour. The second layer is called the pre-social 

layer because although it is still at the stage of describing individual agent's mental and 

physical behaviour, its operands are no longer static, non-intelligent objects such as 

tasks. They are now agents. For example, in the stage of team formation, the agent, who 

recognises the potential and decides to achieve the goal in cooperation, will have to deal 

with its potential team mates in a form of proposing, persuading or convincing. 

However, it is not a 'real' social action layer as in the last layer. In the last layer, which 

is the social layer, after team formation, agents should behave in a full social manner. 

The existing theories in multi-agent systems that deal with the problems in the above 

three layers and can be pinpointed and possibly adopted by the SMM framework are 

listed in Table 5 .1. 
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Table 5.1 The theories could be adopted by the SMM framework 

Layers Stage Theories References 

Individual Goal selection Intentional Models [Brafman 87, 90, Cohen and 
Levesque 90 (I), (2), (3 )] 

Act selection Intentional Models, [Bratman 87, 90, Cohen and 

Behaviour Models? Levesque 90 (I), (2), (3), 

Pre-social 
Caste/franchi and Conte 96 J 

Team formation Negotiation, Contract [Smith and Davis 81] 

Net 

Planning Negotiation, Contract 
Net 

Social Team action Joint Commitment and [Jennings 92(2), 93 J 

Social Convention 

Shifting Leaming 

In the individual layer, a modified version of Cohen and Levesque's intentional models 

could be adopted to explain the mental states of an individual agent's goal selection. In 

Cohen and Levesque's intentional model, if an agent intends to achieve an objective <p, 

then the following properties should hold [Bratman 87, Cohen and Levesque 90(1)(3)]: 

• It believes that <p is possible. 

• It does not believe that it will not bring about cp. 

• Under certain conditions, it believes it will bring about cp. 

In Cohen and Levesque's intentional model, only two attitudes are used. They are beliefs 

and goals. Further attitudes, such as intention and knowledge, are defined in terms of 

these two basic attitudes. The research presented in this thesis neither intends to join the 

arguments about the "true" definition of complicated cognitive and philosophical 

concepts such as motive, desire, goal, belief, intention, etc., nor intends to justify the 

relationship between them. Based on the practical experience of constructing multi-
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agent systems, this research is only trying to provide a self-contained, practical and 

tractable theory of agents' cooperative behaviour by specifying that the agent's goal is 

directed by its initial motive and its capability. The agent's capability is further 

identified as knowledge and ability. The details of an agent's motive, belief, goal, 

intention and their formal account are provided in the SMM formalisation in Chapter 7. 

In the social layer, agents shall behave in a social manner. This is that an agent, as a 

team member, can not only pursue personal goals but also needs to pursue 

organisational goals as well. Many researchers have noted that in a social setting both 

agent's mental states and behaviour should be governed by certain social laws [Cohen 

and Levesque 90(2), Rao et al. 92, Shoham and Tennenholtz 92, and Jennings 93]. 

Jennings [Jennings 93] based on the notion of joint intention given by Cohen and 

Levesque, proposed a model of joint responsibility. The theory specifies two critical 

notions of commitment and convention which together define how an agent should 

behave not only when things goes smoothly but also when things go wrong in a social 

setting. The model and the theory could be adopted to describe agent's behaviour in the 

social layer of the SMM framework. The details and the formal description are also 

provided in Chapter 7. 

A problem occurs in finding a theory for the pre-social layer. A theory is needed to 

explain why agents shall choose to work in a cooperative manner against working in 

isolation or another cooperative way. The theory needs also to explain to what extent an 

agent shall abandon its efforts at organising a team by persuading other agents to work 

together, and to seek new partners instead. The fundamental question is why are joint 

activities formed. Answering this question, the two existing theories are intentional 

theory and behaviour theory. We shall examine these two theories in detail to show how 

they address the question and possible inadequacies in them. 
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Intentional theory [Cohen and Levesque 91, Rao et al. 92] proposes that joint intentions 

expressed by joint persistent goals is the basic factor of agents' joint activities. 

In Cohen and Levesque' s theory, the central notion of joint intention is defined through 

a notion of joint persistent goals which in turn are based upon the concept of 

achievement goals. Achievement goals define the state of individuals participating in a 

team which is working in a collective goal (e.g., moving a table2
) with a specified 

motivation (e.g., to gain access to a cupboard). Agent i has a weak achievement goal, 

relative to its motivation s to bring about <p if either of the following are true: 

• i does not yet believe that <p is true and has <p being eventually true as a goal (i.e., 

i has a normal achievement goal to bring about <p). 

• i believes that <p is true, will never be true or is irrelevant (sis false), but has as a 

goal that the status of <p be mutually believed by all team members. 

Thus a weak achievement goal involves four separate cases: either i has <pas a normal 

achievement goal (it wants the table to be moved); thinks that <p is true and wants to 

make this fact mutually believed (it believes the table has already been moved); believes 

that <p will never be true (it believes that the table is nailed to the floor) and wants to 

make this fact mutually believed or, finally, believes sis no longer true (there is no 

longer a need to gain access to the cupboard). 

With these weak achievement goals, joint persistent goals are defined as a team of 

agents having a joint persistent goal, relative to (, to achieve <p if and only if: 

1. they mutually believe that <p is currently false (e.g., the table has not been lifted); 

2 This example is quoted from [Jennings 92(2)]. 
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2. they mutually believe that they all want <p to be eventually true (e.g., they all 

want the table to be lifted); 

3. they will continue to mutually believe that they each have <p as a weak 

achievement goal relative to ( until they come to mutually believe either that <p is 

true, that <p will never be true or that ( is false. 

The intentional theory "is not sufficient to account for a group or a truly cooperative 

work" [Castelfranchi and Conte 96]. An example given by Castelfranchi and Conte is 

used here to prove the point. 

Consider Professor A in France and Professor B in the United States who share a goal <p 

(to discover an anti-AIDS vaccine) relative to a motivation ( (eradication of AIDS). 

They share all three mental attitudes described above for a joint persistent goal and then 

for a team (cooperation): 

1. They mutually believe that <p is currently false (a vaccine has not already been 

discovered). 

2. They mutually know they all want <p to be eventually true (to discover the 

vaccine). 

3. It is true (and mutually known) that until they come to believe either that <p is -

true, that <p will never be true, or that ( is false, they will continue to mutually 

believe that they each have <p as a weak achievement goal relative to ( and with 

respect to the team: they want that the status of <p (i.e., whether the vaccine was 

discovered or not) be mutually believed by all the team members, both because 

this is an expected practice within the scientific community, and because they 

want to inform their competitor. 
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No one would say that Professor A and Professor B form a team and work together. 

Indeed, they might come to strongly compete with each other. The reason for this is that 

the persistent goal in the example is shifted from a state of affairs (bring about a state of 

the world such as to discover the vaccine) to an actual action (cooperation). The theory 

then becomes clearly irrational because there are alternative actions. Cohen and 

Levesque also note that because an agent commits itself to a goal, it cannot be 

concluded that the agent will act in a particular way. 

Behavioural theory, inspired by interdependence in human relationships m a social 

context, claims that mutual dependence defined by social dependence is the foundation 

of social interaction or cooperation. In this theory, agents cooperate if and only if they 

mutually believe that they are mutually dependent on each other to achieve a common 

goal [Jennings 92, Conte et al. 91]. The mutual dependence is defined by social 

dependence. Agent i1 is dependent on agent i2 to achieve goal <p with regards to an action 

a is defined in the following manner: 

agent i, is dependent on agent i2 with regards to an act useful in achieving goal 

<p when i, is unable to do the action a to realise <p while agent i2 is able to do so. 

The behavioural theory stresses that "the social dependence is not fundamentally mental. 

It is an objective relationship, in that it holds independently of the agent's awareness of. 

it." [Castelfranchi and Conte 96, page 537]. The mutual dependence is then defined by 

the social dependence. Agents i 1 and i2 mutually depend on each other to achieve a 

common goal <p is defined as: 

agents i, and i2 depend on each other to achieve a common goal <p, which can 

be achieved by means of a plan including at least two different actions such 



Chapter 5. Shifting Matrix Management 121 

that agent i1 depends on agent i2 doing action lXz and agent i2 depends on agent 

i1 doing action a1• 

With this, Conte and his colleagues conclude: "cooperation is a function of mutual 

dependence: in cooperation agents depend on one another to achieve one and the same 

goal; they are co-interested in the convergent result of the common activity." 

The problems with behavioural theory are associated with its lack of description of 

agents' mental states. The most salient is the perception or the awareness: although 

agents depend on each other to achieve a common goal, because of unawareness they 

can hardly be said to cooperate. Another difficulty associated with behavioural theory is 

the different structures of the dependence relationship in a social context. For example, 

Castelfranchi et al. revealed the existence of OR-dependence, a disjunctive composition 

of dependence relations and the AND-dependence, a conjunction of dependence 

relations. What consequence may be derived from agents ( either unilaterally or 

mutually) becoming aware of it? Surely it will not be a single result of working together 

or cooperation. For example, agent i1, who has a goal <p, perceives the dependence with 

agent i2, with regards to agent i2 doing action a, to achieve its goal <p. Agent i1 may try to 

influence agent i2 to pursue goal cp. Now agent i2 may choose whether to adopt i/s goal 

cp or otherwise. It is dependent on how agent i2 accesses the dependence relations with 

regard to its own current goal. There are at least two cases that may result in agent i2 not 

responding to cooperation with agent i1: 1) agent i2 is not aware of the mutual 

dependence, and 2) although agent i2 is aware of the mutual dependence, however the 

goal that agent i2 is dependent on agent i 1 to achieve is not the next important goal 

according to agent iz' s goal priority. The only chance that cooperation can be formed is 

that agent i2 is aware of the mutual dependence and the goal that involving the mutual 

dependence is the next important goal to agent i2• 
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From the above analysis, it is clear that both intentional theory and behavioural theory 

are inadequate to explain why agents joint activities are formed and to what extent 

agents should attempt actions that can bring about a joint activity. What is really needed 

in current multi-agent systems is a theory that can explain agent's act selection including 

joint activities. 

Overall, in this section the SMM framework was proposed. It separates a multi-agent 

cooperation process into six stages. This separation enables other useful models that 

were developed in multi-agent systems to be studied and re-used as different stages of 

cooperation process. For example the Contract Net framework can be used for 

communication between agents. This separation also enables the needs of current theory 

in multi-agent systems to be identified. That is a theory which can explain why agents 

form a joint activity and to what extent an agent should abandon its effort in forming 

such an activity. 

5.4 Summary 

This chapter provides a different methodology for developing a framework for multi­

agent cooperation, which is classified as learning by analogy. It is based on the previous 

approach of learning by doing. The analogy is organisation theory. It is chosen because 

the basic belief of this research is that humans are intelligent agents; human organisation. 

is a natural multi-agent system; and the results of its research can be learnt for 

developing a new framework for multi-agent systems. 

The first section of this chapter provided a review of organisation theory in which 

related results were provided. Two dominant views of an organisation were reviewed. 

Viewing an organisation as an open system enables a conclusion to be drawn so that the 

primary task is the dominant task to which other tasks are subordinate. It is the 
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performance of the primary task that defines the essential relationship of an organisation 

to its environment. Viewing an organisation as a goal-seeking system enables the 

relationship and the interaction among various parts of an organisation and between 

them and their environment to be studied. Based on these two views the four main 

factors that affect the existence and the goal attainment of an organisation were 

identified. The existing structures of organisations were also studied. The lessons learnt 

from organisation theory are: 

1. The primary task to be performed in an organisation is to survive. 

2. The relationships in an organisation should be in favour of its common goal 

attainment. 

3. The main factors that affect an organisation's goal attainment are structure, 

environment, individual and policies. 

4. Shifting matrix structure can balance more than one aspects of organisation's 

concern. 

The most important point from organisation theory is that any organisational 

arrangement should be designed and constructed by its basic entities. 

In the second section of this chapter, research that has the same source of inspiration as 

this research in DAI was reviewed. The significant works in DAI along organisational 

line were listed. Analysing the existing researches in DAI with a comparison to 

organisation theory, the shortcomings were identified as follows: 

1. The notion of origination is subordinate to the agent. It is an attribute of a 

rational agent when it is engaged in a social environment. 
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2. The performance of a multi-agent system is measured by the performance of 

individual agents. 

3. Most cooperation frameworks and models are focused on one import­

conversion-export process. 

4. Organisational arrangement for a multi-agent system copies human 

organisational structures and is applied as an external constraint to its agents. 

Agents in the system are only role players rather than organisation constructors. 

However, many useful models focused on one process of organisational goal attainm~nt 

and can be used to construct a more complete description of an organisational goal 

attainment process. 

The SMM framework presented in section 5.3 is a proposal of a more complete 

description of an organisational goal attainment process. It is based on organisation 

theory and research in DAI. Its six-stage framework consists of goal selection, act 

selection, team formation, plan formation, team action and shifting. Each stage is a 

different kind of import-conversion-export process and may have many processes. 

Providing a framework is not the ultimate goal of this research. Theoretical support is 

needed for the framework and to formalise the framework for both application and 

formal proving. Allocating the existing theory in support of the SMM framework, this 

thesis has found the need for a decision theory for agent's mental state and act shifting. 

It can be used to answer the question why joint activities are formed and to what extent 

an agent may abandon it efforts towards joint activities. 



Chapter 6 

A Quantitative Decision Theory 

Whenever I have studied human affairs, I have carefully 

laboured not to mock, lament, or condemn, but only to 

understand. 

-- Spinoza 

This chapter, as the second part of the theoretical contribution of this thesis, 

demonstrates what needs to be considered when an agent makes a decision between 

alternative actions, a and a/, to achieve a goal <p. It is used to answer the fundamental 

question of why joint activities are formed. There are two questions: 1) why an agent 

chooses to act in a team as an alternative to working in isolation or in another team. 2) 

To what extent should an agent change its mind and search for other alternatives in 

case the teamwork attempt fails? 

The contents in this chapter are arranged in the following order. The foundations of the 

125 
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theory are introduced in section 6.1 to draw a clear boundary for the theory. The 

preference as the central notion of an agent's mental states for decision-making is then 

introduced in section 6.2. In section 6.3, a single continuous quantity variable named 

expected utility is introduced to pave the way for a decision measurement. Finally 

section 6.4 provides a way of measuring the elements which are involved in decision­

making based on the developed theory. 

6.1 Foundations of the Theory 

When developing a decision theory on actions for agents, a number of issues need to.be 

resolved. The first issue is the concern about the decision-maker that is the definition 

and the representation of an individual agent. The second issue regards the subject of the 

decision-making that is 'action' in this thesis' concern. The actions, which are talking 

about, are different but can achieve the same goal. The third issue reflects the decision 

process including: the elements that needed to be considered; the measurement of the 

elements that have been considered; the strategies that are applied in the decision­

making, and so forth. The third issue regards the origin of the theory. The location of the 

origin can be in practice (such as operation research, cost-efficiency analysis and system 

analysis) or in philosophy (more general study based on feasibility and desirability). 

Resolving these issues provides a foundation for the theory. 

The following foundations are applied in this thesis: 

1. The agent. Agents are autonomous and intelligent. The autonomy enables agents 

to decide, choose and act on their own knowledge. Intelligence will prevent them 

doing any thing against the criteria that have been set up by human agents. The 

integration of autonomy and intelligence can be viewed as rational. Therefore, our 

agents are rational agents. 
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2. The origin and the scope of the theory. A rational agent should be able to act in 

a particular way that pleases the human agents. One reason for this is that the 

rationality is a set of criteria which have been set up by human agents although the 

human agents are subject to what is called "bounded rationality" [Simon 57, 78]. So 

an action is rational if it is judged so by human agents. Another reason for this is that 

the ultimate goal of developing agents is to build a tool to work for human agents. 

Actually many researchers view agents as artificial life [Longton 93, 94]. If agents 

are so well developed (autonomous and intelligent) they should adopt any human 

rational behaviour. Therefore, our theory is developing based on human rational 

behaviour. Studying human rational behaviour particularly on decision-making, our 

focus is not on any particular practice such as engineering, economy and so forth, 

instead it is originated on a fundamental and philosophical human decision process. 

Finding out the elements, which are involved in, and the impact of these elements on 

the action decision, the two axes of our study are feasibility and desirability. 

3. The divisibility of action. An action, as the objective of our study in act selection, 

must be divisible. This divisibility permits the usage of a continuous real variable to 

express complex results of an action such as decision-making. It also provides a 

possibility for a quantitative measurement of the variable to be developed. 

In a more general sense, the behaviour of a rational agent can be viewed as the best 

use of limited alternatives. It is the notion of best that causes problems. Different 

disciplines have their own subject of study am-searching for the best use of limited 

alternatives, such as military, political and economic science, all have a different 

interpretation of the best usage. However, in practice a particular discipline can 

always find its clearest expression. For example, economists confine their study 
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particularly to the use of limited alternatives in producing and consuming goods and 

services (assumed to be divisible into small physical units). Market prices (the 

continuous real variable) of goods and services are used to express the complex 

results of many actions in the form of monetary profit (a single continuous quantity). 

It so happens, however, that our concern with the best use of available alternatives 

regarding an agent's chosen action also finds its clearest expression when the 

alternative actions are treated as divisible entities. 

Based on the above foundations action decision theory can now be developed. 

6.2 The Theory of Decision 

In this section the theory of decision is developed by introducing a notion of preference 

as a mental state of decision-making agent. To react to the environment, in which the 

decision is made, the notion of preference is further expressed by another two notions 

taste and belief The remainder of this section will exploit these two notions and their 

consistency that is needed to ensure that the decision made is consistent. 

Generally, a decision is an action of choosing among available alternatives. This action 

is controlled by a mental state called preference. Notion of preference, denoted1 by 

(Prefer i a a'), states an agent i prefers action a to any other action a' in any possible 

world2
• If agent i decides to adopt action a to achieve goal <p, it means among all 

alternative actions that can achieve goal <p, agent i prefer action a to any other 

alternative actions. Formally, (Decide i a <p) is used to express an agent i deciding to 

1 The symbols used in this thesis adopt the symbolic system used in the most DAI theoretic works. They mostly have 
straightforward meanings. However wherever possible, an explanation always provided. A complete symbol 
system is provided in Appendix B. 

2 Possible world is a classical model of reasoning [Reeves and Clarke 90]. The basic idea is that there are a number of 
other worlds (states of affair) except the actual world and they are logically possible and not contradict with the 
actual world. The details are described in Chapter 7 as a logical preliminary for formalising the SMM framework. 
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adopt action a to achieve goal q>. Then the following expression can be defined3
. 

(6.1) (Decide i a q>) def (Goal i q>) I\ (Achieve a q>) I\ (Prefer i a a'). 

The mental state preference is embodied by two distinct basic mental states namely 

tastes and beliefs: tastes describes a mental state that an agent has, a particularly order of 

alternative actions4; beliefs describes the mental state of an agent that is a particular 

order of future alternative events according to its views of their comparative 

probabilities. The tastes and beliefs of a rational agent have to be consistent. This 

consistency will be defined later in the section. 

6.2. 1 Decision under Certainty - Tastes and Its Consistency 

Formula 6.1 shown that an agent i decides upon adopting an action a to realise its goal 

q> because the agent prefers the action a to any other alternative actions. Under certainty, 

there are no factors that can not be controlled by the decision-making agent. In this case, 

an agent's mental state of preference depends only on its tastes because of the certainty. 

Therefore an agent's decision to choose amongst available alternatives is a simple one in 

the sense that the actions and their results are coincident: each can be identified with the 

alternative chosen. 

Let us study an action and its result in more detail. In a general case, it is useful to · 

distinguish between an action a and its result. Let 

(6.2) r = p(a), 

3 Here a' represents all the conceivable actions except a. This is clear by using different symbols a and a~ One may 
argue that a' should be specified being able to achieve goal <p. It will be clear later when distinguishing between 
conceivable actions and feasible action is provided. 

4 Under certainty the order of taste is order of preference. Under uncertainty, taste refers to the order of actions 
according to their outcomes. 
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p is called the outcome function. Thus a1 and a2 may be two actions, and r1 = p(a1), r2 

= p(a2) are the respective outcomes. If r1 and r2 are available and can be evaluated for 

choice, then a rational agent will choose the more valuable outcomes. But in our 

consideration, it is the actions, not the outcomes that are chosen. However, it will prove 

useful to define preference ordering on outcomes as a special case of preference 

ordering on actions. Therefore when an agent prefers a1 to a2 , in this work the agent 

prefers p(a1) to p(a2). i.e., 

(6.3) (Prefer i a1 a2) def (Prefer i r1 r2), if and only if, r1 = p(a1) and r2 = p(a2). 

Empirically the tastes of a rational agent have to be consistent. That means if the criteria 

of what an agent considers "valuable" are not in some sense fixed, making its decision 

"consistent," it would not be asce1iainable whether a preference is or is not made of 

available alternatives and the word "rational" would therefore be meaningless. 

Consistency of tastes is defined in the following way: 

Definition 1 (Consistency of Tastes): An agent's tastes are consistent if and 

only if the following are satisfied. 

1) Prefer. An agent i prefers a1 to a2, if it never chooses a2 when a1 is available. 

2) Indifferent. An agent i is indifferent between a1 and a2, if from sets of alternatives 

containing both a1 and a2 the agent sometimes chooses a1, and 

sometimes a2. 

3) Complete. An agent i is either indifferent between any a1 and a2 or it prefers one to 

the other. 

4) Transitive. An agent i prefers a1 to a2, and a2 to a3, it therefore prefers a1 to a3. 
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6.2.2 Decision under Uncertainty - Beliefs, Tastes and Their 

Consistency 

In the previous section, decision under certainty is an ideal situation. However, in 

practice the environment is one which involves uncertain factors that means decision­

maker can only hope, predicate and expect, anything rather than certainty. This section 

will study the decision theory in such an environment. 

1. Environment and uncertainty 

The same action can result in different outcomes, depending on factors that are not 

controlled by the decision-making agent. For example, if an agent is attempting to 

organise a team, its efforts are not guaranteed to achieve the result of team formation 

because the factors, such as the mental states of other agents, are not controlled by the 

organising agent. These factors can be denoted by a variable, x, called environment or 

external world. Thus the outcome function 6.2 can be rewritten into 

(6.4) r = p(x, a). 

In general, the value of x is unknown to an agent in advance, and therefore the result r of an 

action a is not known even if the outcome function p is known. This case is regarded as the 

uncertainty is existing about the variable x, and therefore also about the variable r, in a given 

action a. 

For example, an agent is attempting to persuade another agent to work together as a 

team, but it is uncertain about to what extent it needs to persist in this attempt because 

of uncertainty about the other agent's current attitude and future contribution. If a 

denotes the effort of the attempt, x the expected contribution from the other agent, then 

the resulting profit to the agent's attempt is given by the outcome function 
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p(x, a) = x - a. 

Here the action variable is the quantity of the attempt a, and the state of the 

environment is described by the expected contribution x (from other agents). 

What if there is uncertainty about the outcome function, p, itself, as well as about the 

state of the environment? This difficulty can always be overcome by describing the 

possible world of the environment in sufficiently great detail. With reference again to 

the agent's team organising example, the agent may not know which of several 

quantifying functions will actually apply to the attempt. For example, the agent may 

evaluate the attempt with different functions c1, c2 and so forth, then the state of the 

environment can be described as the contribution of the agent's opponent, by p (profits) 

and the number n corresponding to the quantifying function which the agent adopted. 

The appropriate outcome function is now 

p(p, n; a)= p - cn(a); 

the form of the function is once again certain, although the variable p and n describing 

the state of the environment are not. The environment variable x is now a vector: x = (p, n). 

In general, symbol X is used to denote the set of all possible states of the environment, 

and R is used to denote the set of results. Therefore every action a determines a 

function, say fa, from X to R, namely, 

fa(x) = p(x, a). 

Conversely, every function f from X to R can be thought of as being generated by an 

action, <Xr, with the outcome function defined by 

p(x, ar) = f(x). 
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A function f from X to R is called an act. Dealing with acts, rather than with actions and 

an outcome's function, has the advantages of focusing attention on the important point 

that the essential thing to know about an action is not its name, but its consequences 

under alternative states of the environment. The concept of act does help to define what 

it meant by the set of all conceivable actions; by this it shall mean either the set of all 

acts or some suitable index set for the set of all acts. This set will be denoted by A. Not 

all conceivable actions are feasible in a given decision situation, such as a robot 

choosing from alternative paths to move a block from one location to another location. 

In this case, not all the possible paths are executable either because of the obstacles. in 

the paths or a robot's physical constraints on its joints. Therefore a feasible subset of A 

needs to be indicated. 

With regards to a decision under uncertainty, its preference can be characterised by a set 

X of alternative states x, a set R of alternative outcomes r, the set A of conceivable 

actions a, and an outcome function p from X x A to R, which specifies the outcome 

resulting from each state..,action pair, 

(6.5) r = p(x, a). 

2. Consistency of beliefs and tastes 

After uncertainty is introduced, an agent's preference and the consistency of preference . 

become more complex than they are under certainty. Formally, it is possible to simply 

maintain the previous definition of preference and the consistency of preference under 

certainty even after introducing uncertainty. One might simply keep an agent's tastes, a 

particular preference ordering on actions, and not inquire into the reasons underlying 

this ordering. For example, the model of CPS introduced in Chapter 4 does not inquire 

into the reason for an agent preferring to work with other agents as part of a team rather 
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than working in isolation. It will not suffice for the purposes of explaining why joint 

activities between agents are formed. 

To study the concrete problem of preference under uncertainty it is useful to constrain 

an agent's preference to the following principles of consistent preference: 

Definition 2 (The Principles of Consistent Preference): 

1) Completeness: The ordering of actions according to preference must be 

complete. 

2) Independence: The two elements of preference, tastes and beliefs, of an 

agent must be independent. 

The above preference consistent principles emphasise the following four points: 

1) Not only consistent tastes, but also consistent beliefs need to be defined. 

2) An agent's preference should be free of what it may be termed as "wishful 

thinking", that is the agent's ranking of the probabilities of events should not 

depend on whether a given event will result in a more or less desirable 

outcome of a given action. 

3) It is also necessary that an agent's preferences among actions under 

uncertainty and its preferences among outcomes under certainty should be 

consistent. 

4) An agent's preference should obey the social norms and rules of logic. 

6.3 Quantisation of Preference - Expected Utility 

In order to study the consistent preference of an agent under uncertainty, and to provide 

a simple way to measure an agent's preference, a single continuous quantity variable 
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will be introduced in this section. This single continuous quantity variable is called 

expected utility5
• With it the consistent preference can be defined. This consistent 

preference actually implies a higher expected utility. 

In this approach, the tastes as ranks of alternative outcomes are replaced by numbers 

called utilities; and the probability ranks of alternative events are replaced by numbers 

called subjective probabilities. These numbers retain the same respective orderings as 

the ranks they have replaced; but unlike mere ranks, utilities and subjective probabilities 

can be meaningfully added and multiplied. Moreover, subjective probabilities obey the 

usual rules of the probability calculus. Therefore, the expected utility of an action under 

uncertainty can be defined as: 

Definition 3 (Expected Utility): 

The expected utility of an action under uncertainty is the average of the 

utilities of its several possible outcomes, each weighted by the probability 

of the event under which that outcome will obtain. 

In the above definition, the expected utility of an action under certainty is then identical 

with the utility of its outcome. The preference ordering of actions is identical to the 

ordering of actions by expected utilities. 

To formalise the expected utility, it is important to understand the meaning of the event• 

in the above definition of the subjective probabilities. The event means any set of states, 

that is, any subset of X. Suppose that the set R of alternative outcomes is finite, so R 

consists of the N alternative outcomes r 1, r 2, ... , rN, For any action a, let o";(a) denote the 

set of states x such that 

(6.6) 

5 The expected utility is a term borrowed from the Social Science [Fishburn 68]. 
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in other words, a';(a) is the event action a has outcome r;. Normally, it is called event 

a= {x;}, where X; EX, 1 ~ i ~ n and p(x;, a)= ri, 

The expected utility denoted by Q(a) for a given action a is then expressed by 

(6.7) 
def 1 N 

Q(a) = - I, v(r;) n[a;(a)]. 
N i=l 

Where v and re are two "auxiliary" numerical functions: function re on the events, called 

subjective probability function, and function v on R, called the utility function. 

Therefore, the preference (Prefer i a a') can be redefined as 

(6.8) 
def 

(Prefer i a a') = Q(a) ~ Q(a'). 

That is, a preference ordering can thus be represented, explained by the expected utility. 

The given expected utility function Q(a) in (6.7) shows that the expected utility of an 

action a does not only depend on the action a itself, but also the given functions p, re, 

and v. These functions summarise the factors beyond a mere agent's control: its beliefs 

re on the events, its tastes v on the outcomes, and its idea of the "physical" relation p 

that states how outcomes are determined by itself and by the environment. 

Return to the initial purpose of introducing the notion of preference, which is to study 

the possibility to express and explain an agent's decision in a measurable manner. 

Having defined expected utility as the single continuous quantity variable, the objectives 

of the remainder of the chapter thereafter are to show that: 

1. under certain plausible conditions, the expected utility ordering can be represented, 

and explained by the probability and the utility functions. These plausible 

conditions are actually a set of natural rules, which reveal the independence 
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between tastes and beliefs. In other words, only by provmg the independence 

between tastes and beliefs, can the expected utility ordering be represented by the 

probability and the utility functions. This is what is to be explained in the remainder 

of this section. 

2. Under the conditions of independence between tastes and beliefs, the probability 

and the utility functions can be measured in any particular case. A possible way of 

the measurement will be provided. This is what is to be introduced in section 6.4. 

6.3. 1 Independence Between the Tastes and the Beliefs 

The requirement for independence between an agent's tastes and its beliefs has already 

been mentioned. Economic decision theory reveals three distinguishing aspects of 

independence between an agent's tastes and beliefs [Marschak and Radner 72]. They 

have been adopted and listed below. These aspects can be associated, respectively, with 

the possibility of defining: 

1. Conditional preferences among actions in the given events. 

2. An ordering of outcomes according to preferences, independent of the states in 

which they occur. 

3. An ordering of states according to probability, independent of the outcomes with. 

which they are associated. 

Independence condition 1: Conditional preferences in one event are 

independent of consequences in other events. 

Consider a given event a, and any two actions a1 and a2, that result in the same 

consequences outside a. That is 
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(6.9) p(x, a1) = p(x, a2), for x not in <J, 

which means when <J does not happen the outcomes of both actions a1 and a2 are the 

same. The first independence condition states that the preference ordering of two such 

actions should be independent of their ( common) outcomes outside o: 

Formally, let a/ and a/ be two other actions such that 

(6.10) 
p(x, a/) = p(x, a 1) } 

for X E <J, 
p(x, az') = p(x, a2) 

p(x, a/) = p(x, az') for x E o: 

The pairs (a1, a2) and (a/, a/) will now be considered separately, each as a different 

feasible subset of the set A of all conceivable actions. The symbol -< is denoted to 
A 

represent the preferences among actions, therefore 

(6.11) if and only if, a1 / -< a2 /. 
A 

Notice that a1 / and a/ can be thought of as obtained from a1 and a2 by modifying their 

common outcomes outside <J. Independence condition 1 states that, as long as these 

outcomes remain common to both actions, such modifications should not affect the 

choice between actions. It is a rather natural sense in human preference on two actions. 

We concern two actions always relating to a particular event rather than other possible 

events out side the concern event. 

Independence condition 1 makes it possible to define conditional preferences among 

actions. Consider any two actions, a1 and a2, and any event <J; construct two other 

actions a/ and az' such that if <J happens, then a/ has the same outcomes as a1, and 

a/ has the same outcomes as a2; but, if <J does not happen, then a/ and az' have 

common outcomes: 



(6.12) 

define 

p(x, a1) = p(x, a/) 
p(x, a2) = p(x, az') 

p(x, a/)= p(x, a/) 
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} for x E er, 

for X E O'. 

given o; to mean I -< I a1 _ a2. 
A 

Independence condition 2: Tastes are independent of beliefs. In another 

words, the conditional ordering of outcomes given {x} is independent of x. 

In this case, an event a consists of a single state x. Thus a = { x}. The conditional 

ordering of actions given the event {x} defines a conditional ordering of outcomes r 

given the event { x}, since an action, as a function from the set of states to the set of 

outcomes, results in a unique outcome for any given state. The conditional ordering of 

outcome r1 and r2 given { x} denoted by -< can be written 
R 

given {x} 

whenever r1 = p(x, a1), r2 = p(x, a2) and 

given {x}. 

The second independence condition states that these conditional orderings of outcomes 

should be identical. 

Independence condition 3: Beliefs are independent of tastes. 

To illustrate the meaning of the independent condition 3, consider an example, where an 

agent i that represents robotl who must choose between two actions. Action a consists 

of working with agent} which represents robot2, as a team, which is only feasible when 

agent j is willing to work with it as a team (event W); action a* is to work alone, which 
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happens only when agent j does not work with agent i either agent j does not want to or 

it is unable to work with i ( event non-W, denoted by W ). Suppose the success of either 

action is equally desirable: for example, let success mean in both cases the goal can be 

achieved, here for clarity, an explicit amount of benefit is used to represent the 

achievement of the goal. Similarly, let the desirability of failure of either action be the 

same, failure consisting in both cases of a certain small amount cost, as in Table 6.1. 

Table 6.1 Benefits and Costs of Actions 

~ s w w 

a 1000 -20 

a* -20 1000 

It is consistent with ordinary usage to say that the agent i's comparison of probabilities 

of the two events is revealed by its preference ordering of the two actions. For, if agent i 

prefers to work with agent j as a team (action ex), we usually say that agent i believes 

that agentj's willingness to work with it as a team (event W) to be more probable than 

agentj does not (event W ). More generally, let Y and Y, Zand Z, be another two pair 

of exhaustive and mutually exclusive events. Let ex1 and ex2 denote other two actions that 

will yield the same benefits and costs as action ex does. They are illustrated in Table 6.2. 

Table 6.2 Preferences among multi-event with same action outcomes 

w w y y z z 
o; 1000 -20 0:1 1000 -20 0:2 1000 -20 

When an agent i prefers action ex to action ex1, it is usual to say that, to agent i, W seems 

to be more probable than Y. Now if agent i prefers ex to ex1 and ex1 to ex2, and is 

consistent, then agent i will prefer ex to ex2. Hence, if, to a consistent agent, W seems 

more probable than Y, and Y than Z; then to this agent, W seems more probable than Z. 
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The ordering of the probabilities of these three events having been defined, so far, with 

respect to a particular pair of outcomes such that (1000, -20). Thus the transitivity of 

preferences among actions has induced the transitivity of probabilities of events with 

respect to the particular pair of outcomes. It can be generalised that the ordering of 

probabilities on events to different outcomes. To the same agent i, the ordering of the 

event's probabilities is that W is more probable than Y, and Y than Z when the pair of 

outcomes is (1000, -20) will, if this agent is consistent, preserve the same ordering 

among the probable events when the pair of outcomes is (s, j), where s ("success") is 

something, anything, that the agent prefers to f ("failure"). 

The independence condition 3 states a consistent agent's judgement about comparative 

probabilities of events should not depend on what rewards or punishments they entail. In 

Table 6.3, if an agent prefers a to a1 to a2, it should prefer ci to a/ to a/. 

Table 6.3 Preferences among multi-event with same action outcomes 

w w y y z z 
a 1000 -20 a, 1000 -20 a2 1000 -20 

ci s f a,' s f a/ s f 

Formally, Let/, s,f, s' be outcomes such that 

J-< s6, 
R 

r-< s~ 
R 

Let a and a/be two events, and define actions a1, a2, a/, a/by 

p(x, a1) = {; 
ijxEO" 

{; 
ifx E a' 

(6.13) 
ifxe a 

p(x, a2) = 
ifx E a' 

{5' 
ifx E (j 

{5' 
ifx E a' 

p(x, a/)= f' 
ifx E (j 

p(x, a2J = f' 
ifx E a' 

6 Symbol "-<" means restrict less preferable. [t will be introduced later in the chapter. Because "failure" is normally 
less preferable then "success" in our consideration,"-<" is more suitable than":::;". 
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then if and only if 

In the situation of (6.13), if a1 -< a2 , it is usual to say that event a is not more probable 
A 

than event a~ and the symbol -< is denoted to represent the subjective probability 
X 

ordering of events, thus, 

(6.14) (5-< (5~ 
X 

6.3.2 The Sure-Thing Theorem 

Recall the consistency of an agent's tastes defined in 6.1.3 where preferen~e, 

indifference and completeness are simple under certainty. Under uncertainty equivalent 

definitions are needed. However, instead of defining them, a theorem called Sure-Thing 

Theorem7 is given based on the three independence conditions introduced in the 

previous section. 

First, the two new preference orders and notations need to be introduced. "Equivalent" 

denoted by "~" and "strictly preferred" denoted by "-<" are defined as follows, 

Second, partition of X means a collection of events a1, ... , a,1 such that 

I. every state x is in some event ai; and 

II. no state x is in two different events C5j and ak, 

7 Sure-Thing Theorem is first introduced in [Savage 54] and elaborated by [Marschak and Radner 72] for an 
economic decision theory. This thesis extends it into agent's decision-making under uncertainty. 
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Theorem 1 (Sure-Thing}: Let {a1} i = 1, ... , n be a partition of X, and let a, 

and a2 be two actions. 

I. If, for every i, a1 -< a2 given O";, then a1 -< a2. 
A A 

II. If, further, a1 -< a2 given O"j, for some}, then a1--< a2. 
A 

III. If, for every i, a1 ~ a2 given <Ji, then a1 ~ a2, 
A A 

The above sure-thing theorem states the most safe preferences among actions under 

uncertainty (possible events and the possibility of an events' occurrence). 

Proof: Suppose X can be partitioned into n events a1, ... , O"n, Any two events O"j and· O'k 

among then events have four states x 1, x2, x3, x4. where O"j = {x1 xi} and ak = {x3 x4 }. 

i). The first condition in Sure-Thing Theorem, two actions a1 and a2, have a1 -< a2 
A 

in every given O";, thus a1 -< 
A 

a2 given O"j and a1 -< 
A 

a2 in given ak. Now 

constructing a third action a3 which is in between a1 and a2, with respect to 

preference, as displayed in Table 6.4. 

Table 6.4 Illustration of action, states and events 

Oj Oj 

Actions x, X2 

a, r1 

a3 s, 
,e 

CX2 si S2 
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By definition of conditional preference (independence condition 1), a1 -< a3, since 
A 

a1 -< a2 given 0· Similarly, a3 -< a2 since a1 -< a2 given O'k. Therefore, by the 
A A A 

transitivity of preferences, a1 -< a2• 
A 

ii). From the definition of "strict preference", "a, -< ai'' means "a1 -< a/' and not 
A 

"a2 -< a/'. The first condition of Sure-Thing theorem that states the first part of the 
A 

condition "a1 -< a/', and the second condition not "a2 -< a/' can also be easily 
A A 

deducted from the first condition of the Sure-Thing Theorem. Not a2 -< a1 means 
A 

not "every O'; that a2 -< a/', further it means there is some j, where a2 >- a1, i.e., 
A 

a1 -< a2 given ~-. It is exactly the second condition of the Sure-Thing Theorem. 

iii). For every i, a1 ~ a2 given O';, according to the definition of equivalence "~", 
A 

a1 -< a2 in every given (Ji and a2 -< a1 in every given O';. According to the first 
A A 

condition of the Sure-Thing Theorem, a1 -< a2 and a2 -< a1. That means 
A A 

a, a2• End of Proof. 
A 

Lemma (Sure-Thing for Outcomes): If for every state x in X, 

p(x, a,) -< p(x, a2), then a, -< a2. 
R A 

This lemma is obvious from the independence condition 2 and the Sure-Thing theorem. 

The proof is ignored here. The point made by this lemma and together with the 
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independence condition 2 tell us, in effect, that the ordering of outcomes is identical 

with the ordering given by conditional preferences. 

6.4 Measurement of the Preference 

As stated earlier in the previous section, the objective of this section as the last part of 

the chapter will provide a way of measuring preference. In the above section, the order 

of preference on actions by a rational agent is identical with the order of the expected 

utility on actions (formula 6.8). Therefore a measure of preference can be carried out by 

measuring the expected utility. The expected utility of an action under uncertainty is the 

average of the utilities weighted by the probability of the event under which that 

outcome will be obtained (formula 6.7). The independence between tastes and beliefs, 

together with the Sure-Thing Theorem described in the previous section enable that a 

measurement of the expected utility can be realised by measuring of the subjective 

probabilities and the utilities. 

6.4. 1 The Properties and the Measurement of Subjective 

Probabilities n 

The independence of tastes and beliefs permits an agent's ordering of events to be 

influenced only by probability and not the particular outcomes of any actions. 

Conventional probability theory and calculus can be applied to an agent's subjective 

probability function n in the expected utility function Q( a). 

1. Property of subjective probabilities 

In general, for a given positive integer n, the possible alternative states X can be 

partitioned into n equiprobable events a1, ... , a,1• Let 1(;' denote the class of all events 

(sets) of the form 
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(6.15) 

where i1, i2, ... , im are distinct integers between 1 and n. Each event a of the form (6.15) 

has been assigned the numerical subjective probability n( a) = min. This function n: 

represents the ordering of events in "U/' according to subjective probability, in the sense 

that for a, a/ in "U/', then 

(6.16) if and only if n(a) s; n(a'). 

The function n: satisfies the following properties: 

1. n( a) ~ 0, for all a E "U// 

It 

(6.17) 2. mX> = In:<rn> = 1 
i=l 

Thus by (6.17), the function n: has all the properties of a probability measure for those 

events belonging to "U//. However, besides the basic properties of the subjective 

probability function n: from the conventional theory of probability described above, the 

concept of conditional probability and independence can also be developed. In 

particular, the conditional probability of a given a' is defined by 

(6.18) 

provided that n( a/) > 0. The sets a and a/ are said to be independent if 

(6.19) 

This implies 

(6.20) Prob[ a I a'] = n( a), if a and a/ are independent. 
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2. Measurement of subjective Probabilities 

To explain the measurement of the subjective probability, consider an arbitrarily large 

integer n that X can be partitioned into n equiprobable events. To be precise, suppose 

that such a partition can be constructed for each number n; in some increasing, 

unbounded sequence n1, n2, and so forth, of positive integers. Then, for each n;, a class 

'UI; of events and a probability measure Tr; can be constructed satisfying (6.16) and (6.17). 

Suppose, further, that if n; ~ nj, then 'UI; contains 10, that is every event in 10 is also in 'U';. 

This could be accomplished, in particular, if the partitions in question could be 

constructed by a process of successive subdivisions, for example, by dividing each event 

in any one partition into two equally probable events, to yield the succeeding partition. 

Still using the example of the robot-agent example, agent i which represents robotl is 

choosing between working with agent j, which represents robot2 as a team or working 

alone, the partition construction could be done by exploiting the continuity of a variable 

"willingness" of working with agent i of agent j, which is assessed and used by agent i. 

In this case, the sequence of numbers n; would be 2, 4, 8, and so forth. 

If each class 'UI; includes the preceding one, as in the above construction, then it is 

obvious that all the probability measures Tr; agree, in the sense that if an event a belongs 

to both 'UI; and 10, then 

(6.21) 

Generally, for a class 'U' of all events a that are in class 'U'; for some i, its probability 

function 1r has the properties of ( 6. 16) and ( 6.17), with 'U/ 1 replaced by 'U'. Let 7< be a set 

of rational numbers of the form (m/n;), 0 :;;; m :;;; n;; then: 

1. For every event a, a E 'U', 7r( a) is a rational number and 7r( a) E 7< 
(6.22) 
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2. For every rational number mln E ;t?, there is an event a, a E 7(J such that 

1C(a) = min. 

Therefore, it is possible for an agent to assign every rational number k in ;t? to event ak 

with probability k. Now, these events ak can be used as "bench marks" to measure the 

probabilities of other events outside the class W. 

Theorem 2 (Measurement of event's probability): The probability of any 

event a can be measured to any desired degree of accuracy by using the 

bench mark events ak, i.e. for a given set of rational number set ~. there 

are some rational number kin ~. and 

(6.23) then 

:rr(a) ak. 

Constructive proof: 

In this proof, a constructive method is illustrated by employing successive 

approximations that are based on the fact that every number between O and 1 can 

be approximated as well as one pleases by a number in iii:. Suppose that iii: is the set 

of all rational numbers of the form (m/2P), p ~ 1, 0 ::::; m ~ 2P. One can start by 

asking whether 

if the answer is "yes," then ask whether 

if the answer is "no," then ask whether 



(6.24) 
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and so forth. In this way a sequence of approximations can be construct, so that 

after N steps one can make a statement of the form 

0 < M <2N· 
- N - ' 

furthermore, by construction, the sequence (MN/2N) is non-decreasing, and the 

sequence (MN + l)/2N is non-increasing. In the above illustration, the sequence 

(MN/2N) may start out 0, 1/4, 1/4, and the sequence (MN + l)/2N may start out 1/2, 

1/2, 3/8. Therefore the subjective probability of event er can be defined as 

Formula (6.23) is a special case of formula (6.24), since all real numbers between 

0 and 1, rational or otherwise, can be approximated to any desired degree of 

accuracy by numbers of the form (M/2N), with O ~ M ~ 2N. 

End of proof. 

6.4.2 The Properties and Measurement of the Utility Function u 

Similar to the description of the subjective probability function n, the properties of the 

utility function v are studied to ensure that expected utility function Q represents the 

preference order --<, and then how the utility function can be measured is illustrated. 
A 

1. Property of utility function u 

Suppose the set R of alternative outcomes of an action is finite. It is possible to label the 

outcomes r 1, ... , rN in R in such a way that, for all ri in R, 

(6.25) 
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To avoid an uninteresting degenerate case, suppose that rN is strictly preferred to r 1: 

(6.26) 

For any action a, let Oi( a) be the event that a has the outcome r;: 

(6.27) p(x, a)= ri for x in Qi(a). 

For each action a, the events CJ1(a), ... , CJN(a) form a partition of X. Considering another 

outcome rj in R, j -:t:- i, the following theorem can be obtained about v on R. 

Theorem 3 (The Property of Utility Function u): A utility function v on R, 

which enables the expected utility function n( a) on action a to represent 

the preference order of actions, if and only if 

To prove the theorem, a specific case in which the set R consists of only two outcomes 

is used, doing this, first because the case of two outcomes is simple and easy to 

understand, and second a complete proof is no different to the simple case except in 

using "bench-marking" and successive approximation which have already been 

described in the last section. 

Proof: 

(6.28) 

(6.29) 

Let the two outcomes in R be denoted by s (success) and f (failure), following 

(6.25) and (6.26) 

f-< s. 
R 

For any action a, let a( a) denote the set of states for which a results in success, 

that is a special case of (6.27), 

{

s 
p(x, a)= f 

for x E a(a) 

for x !i!: a(a). 



(6.30) 

(6.31) 
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From the definition of Q( a) (6.7), and (6.17), 

N 
Q(a) = L v(r;) 7qO';(a)] =v(s)n(a{a]) + v(f)[l - n(a{a])] 

i=l 

= [ v(s) - v(f)]nf a( a)] + v(f). 

This means if v(s) - v(f) > 0, the ordering of actions defined by Q( a) will be the 

same defined by subjective probability function 1r on event a( a). Notice that if 

v(s) = 1, 

v(f) = 0. 

The value of expected utility (6.30) of an action is equal to the probability of 

success. 

In two outcome actions, for example a and a', from the definition of the 

probability ordering -<, (6.13) and (6.14), the ordering of the actions is the same 
X 

as the ordering of the events; 

a-< a' 
A 

if and only if O'-< a' - , 
X 

where O' is the event, which when it happens action a will result in success, 

otherwise failure; similarly, event a' is the event, which when it happens action a' 

will have the result of success, otherwise failure. 

In addition, according to the definition of subjective probability (6.16), that 

Therefore, 

a -< a' 
X 

a-< a' 
A 

if and only if 

if and only if n( a) ~ n( a). 
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This is the two actions a and a', each can result in either success or failure, then 

the preferred action is the one with the highest probability of success. In other 

words, it can be said that for actions with two outcomes, the preference order of 

actions is the same as ordering by probability of success. 

Hence the preference ordering --< can be represented by the expected utility 
A 

function .Q if and only if 

(6.32) v(s) - v(J) > 0. 

End of Proof 

2. Measurement utility function u 

Suppose, again the set R is finite. The outcomes r1, ... , rN in R can be labelled in a way 

that, for all r; in R, r1 --< ri --< rN (6.25), and r1 --< rN (6.26). 
R R R 

For any action o:, let Ot( o:) be the event that o: has the outcome ri: 

p(x, o:) = n for x in Ot( o:). 

Notice that, for each action o:, the events a1( o:), ... , O'N( o:) form a partition of X. 

Following an approach suggested by the two-outcome case in the above proof, first 

define the utilities of the worst and the best outcomes in R to be O and 1, respectively, 

(6.33) 

To measure the utilities of the other outcomes in R, a class of benchmark actions can be 

constructed. From the theorem of the measurement of an event's probability, for each 

number k between O and 1, an event Wk can be found such that n(Wk) = k. Define the 

action o:k by 
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(6.34) 
for X in Wk 

for X not in Wk 

The expected utility of the benchmark action cxk is immediately seen to be k: 

(6.35) 

Now any outcome ri in R. Since 

r1 -< r; -< rN, 
R R 

applying definition (6.34) with k = 0 or 1, thus, 

(6.36) 

This comparison between actions and outcomes is meaningful by virtue of the 

Independence condition 2 and the Sure-Thing for Outcomes; hence the letters R and A 

under the -< symbol can be omitted without risk of ambiguity. From (6.36), there is 

some number k such that r; ~ cxk; we can define that number k to be the utility of r;. 

To measure k, the same process of successive approximation that was used to measure 

the subjective probability of an event can be used. So, the utility of an outcome r; in R is 

(6.37) 

6.5 Summary - Expected Payoff of an Action 

In this chapter, a theory is provided that explains why an agent chooses a particular 

action among a set of alternatives. The theory is maintained within a clear boundary 

regarding to its origin, scope, and basic definitions. The agents are not allowed to act in 

an "awkward manner" such as in the CPS model described in Chapter 4 where agent i 
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has a goal q> and knows that the action a can achieve the goal q>, at the same time agent i 

has the goal of not performing action a without specifying why the agent does not want 

to perform action a. The definitions of the theory foundations in the first section stated 

three basic points: 1) agents are rational in the sense that the rationality coincides with 

human agent's rationality. 2) The development of the theory is based on a general 

philosophical approach rather than a particular practice. 3) The action is divisible in 

some way. Study is not focused on a pure action at an abstract level, instead the action is 

an act in the sense that the focus is on its result rather than its name. 

The decision theory developed in this thesis showed that a decision is controlled by a 

mental state called preference that is further defined in two elemental states called tastes 

and beliefs. Tastes describe a mental state where an agent has a particular order of 

alternative actions; beliefs describes a mental state of an agent where it has a particular 

order of future alternative events. 

To find a single continuous quantity variable which can be used to express and explain 

the decision-making on actions under uncertainty, expected utility was introduced. Each 

outcome r is a result of an action a in a given state x of the environment. Thus r = p(x, 

a), where p is the outcome function. If a;(a) denotes the event "action a results in 

outcome r;," then the expected utility for action a is 

(6.38) 
1 N 

Q(a; p, re, v) = - I, v(r;) n[a;(a)], 
N i=l 

where re is the subjective probability function and v is the utility Junction. The 

expression on the left-hand side of (6.38) emphasises that the expected utility depends 

on the decision-maker's action only, given the functions p, re and v. These functions 

summarise the factors beyond an agent's control: its beliefs re, its tastes v, and its idea of 
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the "physical" relation p that states how outcomes are determined by itself and by the 

environment. An agent's action a, on the other hand, is under its control. Therefore, 

rational agents choose an action with the greatest expected utility. 

To demonstrate the possibility of quantifying the expected utility, the independence 

between an agent's tastes and beliefs were explored and the quantisation of the two 

"auxiliary" numerical function were also demonstrated. 

To provide a better explanation of the theory, the expected utility function can be 

simplified. 

Since r = p(x, a), and the utility of r is v(r), the utility of an outcome can be directly 

expressed as a function of x and a: 

(6.39) v(r) = v [p(x, a)] = cv(x,a). 

Here OJ is called the payoff function; it is equivalent to the successive application of the 

outcome function and the utility function. It is thus a combined expression of an agent's 

tastes and of its explanation of the outcome as determined by its action and the 

environment. 

Suppose that the set X of alternative states of the environment is finite, and write </J(_x) 

for the probability of the state8
, x, </J(_x) = n({x}). The function </J is usually called a. 

probability density function in Mathematics. The expected utility of an action can now 

be written in a simpler form9 

(6.40) 
1 N 1 N 

Q(a; m, </J) = ECtJ(x,a) = - L cv(x, a) </J(_x) = - L v[p(x, a)] </J(_x). 
N i=l N i=l 

R Strictly speaking, we should say "probability of the set consisting of the single element x," which we have denoted 
by (x}. 

9 Where Ew is a notion of function called expected payoff. 
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It is called the expected payoff of the action a. Finally, we shall say that a rational 

agent's behaviour under uncertainty agrees with the expected utility principle. That is, 

for a rational agent, there exists a probability distribution </J on the set 

of the states of environment, an outcome function p by which it explains 

the outcome as a joint result of its and nature's actions, and a utility 

function v on the set of outcomes, its preference between actions 

depends on the expected pay off of the actions. The agent always pref er 

the action with higher expected payoff. 

Formally, 

(6.41) 
def 

(Prefer i a ci) = Em(_a):::: Em (a). 



Chapter 7 

Formalisation of the SMM Model 

In one way or another, we are forced to deal with complexities, with 

"wholes" or "systems" in ull fields of knowledge. This implies a basic re­

orientation in scientific thiilking. 

-- Ludwig von BertalanffiJ 

This chapter, as the last part of theoretical contributions of the thesis, will provide a 

formal model of Shifting Matrix Management [Li et al. 97]. It is hoped that the 

formalisation of the SMM framework can provide some basis for a further mathematical 

framework and development of proofs and can cover a wider range of applications by -

serving as an abstract, top-level specification for building multi-agent systems. 

There are three primary objectives for developing a formal SMM model: 

• To provide a complete, comprehensive, rational formulation of multi-agent 

cooperation in a complex, dynamic and open environment. 

• To produce a theory which is mathematically tractable. 

157 
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• To offer a clear mapping from the theory to its implementation. 

These criteria mean that the SMM model must not only provide a theory that can specify 

any agent's behaviour from its internal and mental perspectives (e.g., motives, beliefs, 

and goals), but also provide a procedural guideline for implementation in which its 

applicability can be clearly illustrated. 

This chapter is arranged in the following manner. Section 7 .1 provides an introduction 

of a collection of logical preliminaries to pave the way for the formal presentation 

because the logical preliminaries define the formal language used in the description. In 

section 7.2, models of events and actions are developed. The agents' mental states are 

viewed as events under the possible worlds semantics, and the agents' actions are 

viewed as particular types of events that occurred because of the agents' performance. 

With these views, the agents' attitudes and behaviour used in the formal SMM model 

are then defined and formalised. In section 7.3, a twin-notion of joint commitments and 

social conventions are defined. Upon this a notion of joint intention is defined for 

agents' goal justification in a social context. In section 7.4, the SMM framework 

proposed in Chapter 5 is formalised as an abstract model of multi-agent systems that can 

be used for both theoretical proofing and practical applications. Finally, section 7 .5 

provides a summary and the distinctive features of the formal SMM model are 

identified. 

7.1 Logical Preliminaries 

The possible worlds semantics, temporal logic, dynamic logic and a collective of 

derived operators are introduced in this section. 
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7. 1. 1 Possible Worlds 

The "classical" model for reasoning about knowledge and belief is the so-called possible 

worlds model [Reeves and Clarke 90]. The basic idea is that besides the actual state of 

affairs there are a number of other states (or worlds). Possible worlds therefore represent 

not only actually occurring worlds but also any logically possible situations in which 

there are no contradictions. 

Possibility, which is not the same as conceivability, is a more general notion. For 

example the statement "London buses are black" is true in some imaginable world, 

meaning it is possible. The possibility is not ruled out just because it is not actually the 

case. However a proposition such as "the sky is blue and the sky is not blue" cannot be 

true in any possible world since it is contradictory [Reeves and Clarke 90]. Formulae 

formed by using this model are no longer true or false absolutely; rather they are true or 

false with respect to a particular world. For example, it is possible to state the 

expression "robot R0 can cooperate" is true in world wa but false in some other 

imaginable world such as world w12 where "robot R0 can not cooperate." Another key 

idea is the notion of accessibility, indicating which worlds are accessible from which 

others. In possible world semantics, the statement "robots can cooperate" has the value 

true with respect to a particular world w; if and only if this statement is true in all worlds 

accessible from w;. The statement "robots can cooperate" is false with respect to a · 

particular world Wj means there must be some possible worlds which are accessible from 

the world Wj in which the statement is true and some in which it is false. 

7. 1.2 Temporal Logic 

One important use of possible worlds semantics is to relate the truth values of a 

proposition to time. In this case, the accessibility relation can be viewed as connecting 
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states or possible worlds that are temporally earlier than those which are temporally 

later. 

In temporal logic, the model is a triple (0, X, 9t) containing a data domain 0, a set of 

states X and an interpretation 9t giving meaning to every predicate symbol. Where, 0 

has only two integers true and false. 9t represents the accessibility relation. A 

proposition x in X, will have an interpretation 9t[x] which maps x onto truth value, that 

is, 

9t [x] E ( 0 ➔ {true,false }). 

To emphasise the fact that 9t represents an "earlier-later than" relation it will be written 

using "<". The fact that a proposition x in X is true at a particular time t is represented as 

9?1 [x] = true. This is denoted as: t I= x. 

A proposition x that is true in all possible worlds is written I= x. The four modalities that 

are used in the following descriptions are listed below: 

Table 7 .1 Temporal Logic Primitives 

PRIMITIVE MEANING 

Ox x is true in the next state. i.e. t I= Ox if and 
only if t+1 I= x. 

◊x there is a future time at which x will be true 

( eventually x). i. e. t I= Ox if and only if there 
is a t' such that t < t' and t' I= x. 

□x 
at all future times x will be true (always x). 
i.e. t I= □x if and only if for all t', t' I= x. 

xµx' x' will be true in some future state, and x will 
be true (at least) until then. 
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7. 1.3 Dynamic Logic 

The possible worlds semantics can also be used to express relations between actions 

within a computation providing a form of dynamic logic. This is achieved if the possible 

worlds are interpreted as states of a computation and the accessibility relation links one 

state of the computation to another. In this case, accessibility is dependent on the 

program being executed, thus the accessibility relation needs to be indexed by the 

program. If a and a/ are states of a computation (in an environment state x E X, a can 

be regarded as an event that the computation take places in x) and we get from a to a/by 

executing program a then (a, a/) E 9t(a). Therefore, it is possible to define the 

following primitives that can be used to express the relations between actions in a 

program. 

Table 7.2 Dynamic Logic Primitives 

PRIMITIVE MEANING 

a; a' do action a then do action a'. 

al a' do action either a or a'. 

a* do action a iteratively. 

a? evaluate the proposition about action 
a. If it is true then proceed with the 
evaluation, otherwise fail. 

7.2 Event and Action Models 
With the logical primitives described in the previous section, it is possible to develop 

higher models of an agent's behaviour. The most comprehensive formalisation is 

developed by Cohen and Levesque [Cohen and Levesque 90(1)(2)]. In order to 

formalise an individual agent's intention, they have provided a theory of event and 

action. Cohen and Levesque's formalisation is described in a model language which has 

the usual connectives of a first-order language with operators for prepositional attitudes 
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and for talking about sequences of events and actions [Cohen and Levesque 90(1)]. This 

thesis adopts their language and only descriptive semantics are given. The detailed 

syntax and semantics of the language and its proofs can be found in [Cohen and 

Levesque 90(1)]. Appendix C lists the syntax of the language used in this thesis. 

7.2. 1 Event and Action Primitives 

In the event model, possible worlds are temporally extended into the past and future. 

Each such world consists of an infinite sequence of primitive events. Each event is of a 

certain type (a proposition denoted by p) and can have an agent associated with it1
• For 

example, beliefs are formalised as accessibility relations over possible worlds, where the 

accessible worlds are those which have been selected as most desirable and the beliefs 

are true in all these worlds. The primitives of events and other events examples are 

listed in Table 7.3. 

Table 7 .3 Events Primitives and Examples 

OPERATORS MEANING 

(Happened e) event e has just happened. 

(Happening e) event e is happening now. 

(Happens e) event e happens next. 

(Agts e i1, i2, ... , in) i1, i2, ... , in are precisely the agents required to 
the event e. 

(Bel i p) agent i has a belief p. 

(Mot i p) agent i has a motive p. 

(Goal i p) agent i has a goal p. 

(Know i p) agent i has a knowledge of p. 

1Symbol "e" is used to denote an event that has an agent associated with it. It is used only to distinguish from the 

normal events denoted by "o" in the possible worlds semantics. 
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Action is viewed as a particular type of event that happened because of an agent's 

performance. Action expressions are built up using both event primitives and dynamic 

logic primitives. For example, ( a; a/) means the action a is immediately followed by 

action a/ and (Happens a) means that action a happens next. The primitives of action 

used in this thesis are listed in Table 7.4. 

Table 7 .4 Actions Primitives 

OPERATORS MEANING 

a; a' action a immediately followed by action a'. 

al a' either action a or a' happened next. 

a* action a iterated. 

Happened a action a has just happened. 

Happening a action a is happening now. 

Happens a action a happens next. 

Agts( a i1, i2,, .. , in) i1, i2, ... , in are precisely the agents required to 
perform the action a .. 

To explicitly express and emphasise the agent that performs the action, a set of agent's 

actions is defined. An agent i's action is described by the action primitives associated 

with the agent. (Done a i), (Doing a i) and (Does a i) means agent i has done, is doing 

and does action a next. (Doesn't a i) means agent i is not doing action a next in any 

alternative future. That is, 

def 
(Done a i) = (Happened a) I\ (Agts a i), 

(Doing a i) def (Happening a) I\ (Agts a i), 
(7.1) 

def 
(Does a i) = (Happens a) I\ (Agts a i), 

def 
(Doesn't a i) = -,(Happens a) I\ (Agts a i). 
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7.2.2 Agent's attitudes 

In the above event model, an agent's mental states or attitudes at a given time are 

regarded as events in the possible worlds. The two fundamental points in the model are: 

1. The attitudes of an agent characterises what the world would be like if the 

agent's mental states are true, rather than what the agent's actively and 

explicitly mental states are. So it is an implicit expression of the agent's 

attitudes2
. 

2. No agent's mental states changes without some event happening. In 

patticular, there is no notion in this model for the simple passage of time 

(without any intervening events) affecting any agent's mental states. This 

event model provides a base where agent's attitudes and their relationships 

can be studied and analysed with logic models. 

However, there are disparities in multi-agent systems research, as in philosophy, about 

an agent's basic attitudes and the relationships between these attitudes. For example, 

Cohen and Levesque's model uses two basic attitudes: goal and belief and other 

attitudes are defined in terms of these two basic attitudes [Cohen and Levesque 90(1), 

(2)]. In contrast, Rao and Georgeff's model has three basic attitudes: belief, desire, and 

intention [Rao and Georgeff 91, 93]. This thesis, as stated in Chapter 5 (page 117), is _ 

not concerned with the debate about complex philosophical concepts and the 

relationships between concepts such as motive, goal, desire, belief and so forth. Instead, 

the thesis is trying to provide a self-contained theory that can 1) explore aspects, as 

much as possible, associated with multi-agent cooperation; 2) produce a computational 

tractable theory; and 3) offer a clear mapping from the theory to its implementation. 

2 The issues involved in an agent's explicit versus implicit attitudes are explored in [Levesque 84]. 
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In the SMM model, the attitudes of an agent, such as wants, desires, and hopes are not 

included because these attitudes need not be consistent. Typically, one agent can desire 

more gain and less work at the same time (we assume that gain can only be obtained 

from work) just like humans can desire having ten chocolate bars a day and losing 

weight at the same time (assume that ten chocolate bars can put on weight significantly). 

The SMM model, similar to other intention models in multi-agent systems [Cohen and 

Levesque 90(1), (2)], assumes that once an agent has sorted out its possibly inconsistent 

desires in deciding what to achieve, the world that agents are situated in is consistent. 

According to the previous experience in building multi-agent systems, this suggests that 

any systems would have their agents possess consistent attitudes. In addition, one 

particular application can always find the most explicit and convenient representation of 

an agent's attitudes. It is difficult in an application to have its agents possess implicit 

mental states like beliefs, goals in the system set up. Another problem remains in 

choosing and representing an agent's initial attitudes against the agent's autonomy. The 

more detailed attitudes an agent has the less autonomy it possesses. For example, if an 

agent initially has a goal of performing a task, the agent would not have any autonomy 

on the task selection. The agent will not reason about different tasks: the benefit and the 

cost of performing the tasks. Consequently the system appears less intelligent. 

1. Motive and Capability. The SMM model uses these attitudes as the basic attitudes. 

Other attitudes are derived and expressed by these two basic attitudes. It has the 

advantage of easy and explicit representation in applications. Motive represents the 

general objectives that an agent holds initially. Capability represents an agent's initial 

reasoning ability and physical functionality in a multi-agent system. Both motive and 
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capability are propositions which can be expressed explicitly in an appropriate syntax 

according to the language used in the multi-agent systems. 

The motive that an agent possesses initially in a multi-agent system can be regarded as a 

long term goal of the agent. It governs the agent's short term goal selection and 

adjustment. The notion of goal in this model is subordinate to the notion of motive. For 

example, one can set an agent's motive to "gain profits as much as possible." In an 

actual task's performance process, the agent will, after checking its capability to perform 

the tasks and evaluating each task performance in terms of possible profits, set up its 

short term goal - to perform a selected task. One could set different motives for different 

agents to achieve possible system efficiency. Thus, (Mot i S) is denoted to express an 

agent i has a motive t;3. We have 

Proposition 1. If I= t;, then I= (Mot i S). 

If ( is a proposition that states agent i's motive set by users during the system set up, 

then the agent will hold this motive at all times. 

An agent's capability is defined as consisting of two distinct components: knowledge 

and ability. An agent's knowledge is denoted by (Know i p) which represents agent i 

having a knowledge about.proposition p. An agent's knowledge is a fundamental mental 

state of any other deliberative behaviours of the agent. In this thesis I propose that · 

because agents are made artificially, we should, and could, prevent problems that have 

occurred in human society from appearing in the agents' world. In other words agents 

should not reason or believe something or anything about which they do not have any 

3 Letter "1;" is used here purely for distinguishing motives from other propositions. In fact, motive is still a 
proposition. 
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knowledge in any form. It may sound strong in theory but it does have benefits in 

application. Similarly, 

Proposition 2. If I= p, then !=(know i p). 

That is, if p is a proposition that states agent i's knowledge in the system set up, then 

agent i will hold this knowledge in all its chosen worlds. 

An agent's ability denoted by (Can i ex) represents that the agent i has the physical 

capability of performing action(s) ex. 

Proposition 3. If I= ex, then I= (Can i ex). 

That is, if ex is an action(s) that is attached with an agent i in the system set up by the 

user, then agent i will hold this ability in all the possible world at all times. 

2. Goal and Belief. Theoretically, we could adopt Cohen and Levesque's goal and 

belief models. They are accessible relations from the current world to other possible 

worlds. However, to bridge the gap between theory to application and to provide clear 

guidelines for applications, this thesis defines goal and belief as results of three basic 

attitudes: motive, knowledge and ability after certain events have happened. 

An agent i having a goal <p denoted by (Goal i <p) is an event4• It happens when agent i 

perceives the tasks to be performed in a system, which by having the goal of performing· 

the tasks the agent will be a step closer to fulfilling its motive t;. In addition, an agent is 

not allowed to have a goal that it has no knowledge about, and cannot contribute 

anything to the goal achievement. In formal language, 

4 Letter "<p" used here is purely for distinguish goal with other propositions. In fact, goal is still a proposition. 
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(7.2) (Goal i cp) def (Mot is)/\ (know i [3 (cp) (cp µ 0 V (cp µ ◊ s)]) /\ 

[

(Know i [3 (a) (Can i a) I\ ((Done a i); cp) v 1 
(Know i [3 (a, a') (a c a') I\ (Can i a)/\ ((Done a i); ◊cp) · 

The square brackets used in the above formula and later in the thesis mean that they 

contain complex events. That is, an agent i has a goal cp, which means that relative to its 

motive (, it knows there is an existing goal cp. When cp is satisfied swill be satisfied or 

after cp becomes satisfied, swill be eventually satisfied. In addition, agent i knows that: 

1) there are some possible complex actions a of which agent i has the ability to perform 

them alone and after it has performed a, cp will be satisfied; 2) there are some complex 

actions a/ of which agent i can only perform part, that is action a, after i performs a, cp 

will be eventually satisfied. In this case we say that the agent i is dependent on other 

agents performing certain actions (a/-a) to bring about its goal cp. In order to make the 

theory complete, the definition of the dependence relationship is provided. A social 

dependence, denoted by (S-Dep i i 1 a cp), means agent i is dependent on agent i 1 to 

achieve goal cp regarding action a. It has, 

(7.3) (S-Dep ii' a cp) def (Goal i cp) I\ -,(Can i a) I\ (Can i' a) I\ 

((Done a i') µ ◊cp). 

Similar to the goal definition, an agent i has a belief about a proposition p denoted by 

(Bel i p) is an event when the agent needs access to possible worlds from the current 

world. It is based on the agent's knowledge about such worlds and any available 

theorems. These available theorems refer to the true proposition in all possible worlds 

that are either learnt by the agent from other agents or from its own experience. Clearly, 

it is a strong definition that excludes an agent's unrealistic and irrational beliefs. That is, 
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(7.4) 
def 

(Bel i p) = (p I\ (Know i p)) v 

=lq (q I\ (Know i q) I\ (p c q)) v 

=lp ((Agts p i) I\ (Happened p)). 

The last part of the definition states that an agent's belief with respect to some 

proposition p is adopted only for those propositions for which the agent has a good 

evidence. This evidence comes from the agent's own performance experience. 

7.2.3 Other Derived Operators 

A number of derived operators will be introduced in order for the SMM model to be 

described. Before introducing these derived operators two path quantifiers have to be 

defined. The path quantifier A is a path formula. Aq> means that q> is satisfied in all the 

futures that could arise from the current state. The path quantifier lE is the dual of A. lEq> 

means that q> is satisfied in at least one possible future state. The distinction between 

path and state formulae is that the state formulae are evaluated with respect to the 

'current state' of the world, whereas the path formulae are evaluated with respect to a 

course of events. The following derived operators are based on an extension of the first-

order predicates of AND (A), OR (v), NOT(---,) and conditional (⇒) with all primitives 

described above. 

1. Goal Sequence. q> µ vrmeans q> is satisfied until lflbecomes satisfied. i.e. 

(7.5) 
def 

q> µ lfl = (Happens (-.lfl?; '1'?)*; tfl!). 

2. Achievement. (Achieves a q>) represents an action a achieving a goal q>. 

(7.6) 
def 

(Achieves a q>) = A((Happens a) ⇒ (Happens a; q>?)). 
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3. Persistent Goal and Intention. The persistent goal and intention were originally 

developed by Cohen and Levesque [Cohen and Levesque 90(2)] to explain agents' 

social behaviour. It is used in this thesis to express the mental states order of an agent 

during a cooperation process. The persistent goal is adopted to capture a mental state of 

the agent that has committed itself to achieving a goal relative to a motive, which 

characterises the justification for agent's commitment. An agent i commits itself to 

achieving goal <p relative to motive s is denoted by (P-Goal i <p s'). It has been defined 

as: (i) agent i believes that <p is currently false, (ii) that agent i wants <p to be eventually 

true and (iii) that this state of affairs will continue until i comes to believe either that <p 

is true or that it will never be true or that sis false. 

(7.7) (P-Goal i <p s') def ((Bel i -,<p) J\ (Goal i ◊<p)) J\ 

A((Goal i ◊<p) µ [(Bel i <p) v (Bel i ,□ <p) v (Bel i ,s'_)]). 

The above persistent goal definition clearly distinguishes it from a normal goal. That is 

the agent commit itself to achieve the goal and hold this commitment until it has been 

achieved or another event has been perceived. The reason for an agent having a 

persistent goal may be because 1) the other goals may not be currently achievable or 2) 

among all the currently achievable goals, goal <p is the most favourable goal to fulfil its 

motives'-

An intention is then defined as an agent has a persistent goal of achieving <p. (Intend i <p 

0 is denoted to represent that agent i intends to bring about goal <p relative to a motive 

(. It has been expressed in the following manner: 
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(7.8) 
de/ 

(Intend i cp 0 = (P-Goal i 

-,(Goal i -,(Happens e;cp?))]?;e;cp?) S). 

The above definition does not only state that an agent's intention about a goal cp has to 

be its persistent goal, but also states that 1) to bring about cp, the agent is committed to 

doing some sequence of events e, after which cp holds. 2) To avoid intending to make cp 

true by committing himself to doing something accidentally or unknowingly, the agent 

needs to think it is about to do something (event sequence e') to bringing about cp. Generally, 

an agent can believe this if the agent in fact has a plan for bring it about. However, it is 

quite difficult to define what a plan is, or define what it means for an agent to have a 

plan [Pollack 90]. A way, not too far off though, is to require that an agent believes it is 

about to do something (event sequence e' here) that will bring about cp. Finally 3) the 

intention definition requires that prior to doing e to bring about <p, the agent does not 

have as a goal that e is not bringing about cp. 

4. Pref er and Decide. Prefer and decide are two important mental states of an agent in 

dealing with alternative actions. They have been hitherto neglected by agent theorists. 

One reason is because the research in developing agent theory is mainly focused on the 

attitudes and relations that are needed to support finding the necessary conditions of an · 

agent's basic, non-social behaviour. The other reason is that both attitudes are complex 

and difficult to be formalised. Firstly, both attitudes involve other aspects such as the 

perspectives that an agent considers in the time being and the standard that the agent 

uses to evaluate the alternative actions. Secondly, it is extremely difficult to predict the 

chance of an expected event happening in dynamic worlds. Finally, it is equally difficult 

to reason about other agents' mental states and beliefs. Nevertheless, Chapter 6 of this 
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thesis provides a comprehensive theory about the factors that a decision maker considers 

and a possible way that these factors can be quantified. It is summarised here. (Prefer i a 

cp) is denoted to express an agent i who prefers action a in achieving a goal cp. We have, 

(7.9) 
def 

(Prefer i a cp) = (Goal i cp) I\ 

(Bel i 3a 3a/((Achieves a cp) A (Achieves a/ cp) A [Ecv(a):::: Ecv(a')])). 

That is, an agent i who prefers action a in achieving a goal cp is a mental state of the 

agent. It happens if the agent has a goal cp, and the agent believes that there are existing 

actions a and other actions a~ These actions all could bring about the goal cp. But the 

expected payoff (EOJ) from action a is greater than the expected payoff from other 

actions a/. With this definition the decision is easy to formalise. (Decide i a <p) is used 

to express an agent i who decides to adopt action a to bring about a goal <p. We have, 

(7.10) (Decide i a cp) def (Intends i cp 0 /\ (Prefers i a <p). 

That is, the mental state 'decide' of an agent is only held if the agent has an intention of 

bring about the goal cp relative to its initial motive s and the agent prefers action a to 

any other actions. 

5. Attempts. The model of attempts is also developed by Cohen and Levesque [Cohen 

and Levesque 90(2)] to express an agent's effort towards a state of the world. In their. 

definition an attempt by an agent i to bring about a state cp is an action a performed by i 

with the goal that after a is performed, <p is satisfied, or at least lJI is satisfied. 

The ultimate goal of the attempt - the thing that i hopes to bring about is 

represented by cp, whereas lJI represents "what it takes to make an honest effort". 

Bringing about lJI will be sufficient, and eventually cause cp. That is: 
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[

(Bel i -,cp) A (Agt a i) /\ ] 

(Attempts i a <p 1/f) de/ (Goal i (Achieves a <p)) /\ ?;a. 

(Intend i (Does ( a 1/f?)i) s) 

The above definition captures the intuitional characteristic of an attempt. That is an 

attempt may result in success or failure. However, it does not state the conditions of 

failure. A rational agent should know to what extent it should drop its attempt, and try to 

achieve lflrather than <p. A modified attempt explicitly states these conditions. It is based 

on the decision theory of actions. Because an attempt is an action, which will consume 

resources of the performing agent, the agent will evaluate the attempt against _its 

expected payoff. The attempt is now summarised in the following formula. 

(7.12) (Attempts i a <p 1/f) de/ [(Decides i a <p)?;(Does a i)] µ 

[(Bel i (Eco(Doing a i) < Eco(a)))?; (Intends i 1/f s)]. 

That is, an agent i's attempts to bring about <p relative to its motive sis an action. It is 

performed by the agent i if it decides to adopt action a to bring about <p, then the agent 

does action a until it believes that the expected payoff of doing action a is less than the 

expected payoff of action a (because of changes in the world). The agent then will 

intends to bring about l/f rather than <p. However, bringing about l/f will be sufficient, 

and eventually will cause <p. 

7.2.4 Collective and Group Related Events and Actions 

In a multi-agent situation, it is necessary to express collective events. The letter g is used 

to denote a group of agents. Therefore (Agts a g) means that the group g are precisely 

the agents required to perform an action or action sequence a. (Singleton g i) means g is 

a singleton group with i as the only member. 
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(Agts a g) de/ ('vi(Agts a i))⇒ (i E g). 

(s . 1 ')de/\,./•/((•/ ) (•/ ')) mg eton g l = V l l E g ⇒ l = l . 

(Agts a i) -='vi((i E g) /\ (Agts a g)) ⇒ (Singleton g i). 

A number of derived events are defined to express the mental states of a group of 

agents. (M-Bel g <p), (M-Goal g <p), (M-Prefer) and (J-Decide) are used to represent the 

mutual belief, mutual goal, mutual preference and joint decision in a group of agents g 

respectively. (M-Know g <p) and (J-Can g <p) are used to express the mutual capability of 

a group of agents g. (M-Dep g <p) is used to express all the agents in a group g mutually 

depend on each other to achieve their mutual goal <p. Finally, a common goal <pin an 

agents group (C-Goal g <p) is a mutual goal in the group such that agents mutually 

depending on each other to achieve it. They are formalised as follows: 

(7.16) (M-Bel i, i', p) def Bel(i, <p I\ M-Bel(i', i, p)). 

(7.17) 5 (M-Bel g <p) de/ 'vi ((i E g) ⇒ (Bel i ( <p I\ (M-Bel g <p)))) . 

(7.18) 
de/ 

(M-Goal g <p) = 'vi ((i E g) ⇒ (M-Bel g (Goal i <p))). 

(7.19) 
clef 

(M-Prefer g a <p) = 'vi ((i E g) ⇒ (M-Bel g (Prefer i a <p))). 

(7.20) (J-Decide g a <p) clef 'vi ((i E g) ⇒ (M-Bel g (Decide i a <p))). 

(7.21) 
de/ 

(M-Know g <p) = <p A (M-Bel g (M-Bel g (M-Know g <p)). 

de/ / / '\ 
(7.22) (J-Can g <p) = :la :lg ((M-Know g (g ~ g) /\ (Agts a g JI\ (Achieves a <p)) v 

(M-Know g (g/ ~ g) A (Agts a g') I\ (Achieves a (J-Can g <p)))). 

5 This definition captures the mutual belief defined by logicians and philosophers that there is an infinite conjunction 
of beliefs about other agents' beliefs about other agents' beliefs and so on to any depth about a goal. It is not 
realisable in systems that admit the possibility of failed communication. However, it is a valuable abstraction tool 
for understanding multi-agent systems as it represents an ideal mutual mental state of a group of agents. It can be 
realised with certain practical assumptions. 
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(4.23) (M-Dep g <p) def (M-Goal g <p) I\ '-ii ((i E g) ⇒ :3a (S-Dep i g a <p)). 

(7.24) 
def 

(C-Goal g <p)= '-ii ((i E g) ⇒ (M-Bel g (M-Dep g <p))). 

7.3 Joint Commitment, Social Convention, and 
Joint Intention 

Intention definition in an individual agent embodies the critical notions of commitment 

and its underlying convention. Commitment determines the degree to which an agent 

persists to achieve an intention and convention determines the rationality of an agent's 

behaviour when reconsidering an intention, that is the enumerated conditions under 

which commitment to an objective can be dropped. 

Commitment and convention to an intention are even more important during social 

interaction where agents' actions have to be coordinated. Commitment and convention 

provide a base of trust upon which coordination can be applied. This is because agents 

can believe and expect other agents to act in a predictable way to achieve their 

intentions. 

It is worthwhile to separate commitment and convention from intention. This is because 

the separation makes it possible to clearly distinguish the two concepts and to study the 

relationship between social commitment and social convention with joint intention. 

A commitment was defined as a pledge or a promise; a convention is a means of 

monitoring a commitment that specifies the conditions under which a commitment 

might be abandoned, and how agents should behave when such a circumstance arises 

[Jennings 93]. In a social context where a group of agents are engaged in a cooperative 

activity, the agents have a social commitment to the overall aim, as well as individual 

commitments to the specific tasks that they have selected. This joint commitment is now 

parameterised by a social convention, which identifies the conditions under which the 
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joint commitment can be dropped, and also describes how the agents should behave. For 

example, if an agent drops its joint commitment because it believes that the goal will 

never be attained, then it is part of the notion of "cooperativeness" inherent in joint 

action that it informs fellow team members of its change of state. 

Formally, according to [Cohen and Levesque 90(2)], a social convention denoted by (S-

Convention p y,, is defined as a set of rules, each rule consisting of a re-evaluation 

condition p and a goal y: if ever an agent believes p to be true, then it must adopt y as a 

goal, and keep this goal until the joint commitment becomes redundant6. That is, 

(7.25) 
. def 

(S-Convent10n p y, = { (Pk, '}'k) I k E { 1, ... , l}} 

Besides social convention, there are other parameters which are associated with joint 

commitments. Firstly, a joint commitment is held by a group of agents g. Secondly, 

joint commitments are held with respect to a mutual goaz7, <p: the goal <p is the state of 

affairs that the group is committed to bring about. Thirdly, joint commitments are held 

relative to a set of motives (, which characterises the group's goal justification. Finally, 

they also have a pre-condition, which describes what must initially be true of the world 

in order for the commitment to be held. 

Joint commitments denoted by (J-Commit g <p s Pre S-C) have been defined as: A group 

6 The state where the commitment becomes redundant is defined as the state where the goal y is satisfied in the 
original definition. It is not clear whether goal y includes goal <p or not. However this thesis believes that the 
termination condition of the joint commitment should include satisfaction of the joint goal <p. It is revealed in the 
definition of social convention (See formula 7.28 as an example), where the goal y implicitly states that if y is 
satisfied <p will be eventually satisfied. 

7 Here, a mutual goal rather than a common goal is used to specify the precondition of joint intention. A common 
goal is more restricting than a mutual goal because it includes the notion of mutual dependence. However, it 
excludes the case where although each agent can work in isolation to achieve the goal <p, they believe working 
together can achieve <p more efficiently. It is the most benefit that agents expect from cooperation. Nevertheless, a 
mutual goal may not necessarily result in a commitment to the group before the state where joint intention is held. 
Joint intention may also necessarily result in achieving <p immediately afterwards. The social convention specifies 
the case where <p cannot be achieved immediately afterwards. In this case, agents will inform its group fellows of 
the latest events, which will eventually bring about <p. 
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g is jointly committed to a mutual goal <p with respect to each individual agent's motive 

(, pre-condition Pre, and social convention S-Convention, S-C in short, if: (i) pre­

condition Pre is initially satisfied; and (ii) until the termination condition is satisfied, 

every agent in g either ( a) has a goal of <p; or (b) believes that the re-evaluation condition 

of some rules Pk in the social convention (S-Convention p iJ are satisfied, and has the 

goals corresponding to that re-evaluation condition; where the termination condition is 

that the goal element of some social convention rules are satisfied (see footnote 6). 

Formally: 

(7.26) (I-Commit g <p s Pre S-C) def Vi (i E g) ⇒ Pre I\ A((P v Q) µ r) 

where, 
def def k 

P = (Goal i <p), Q = v t=l (Bel i p1) I\ A[(Goal i ')1) µ r], def k 
r = V /=l ')1 

def 
Pre = -,(Bel i <p) and S-C = (S-Convention p iJ = { (Pk, J'k) I k E { 1, ... , l}}. 

By specifying that a social convention similar to Cohen and Levesque's joint persistent 

goals, joint intention is then defined in the same way as Cohen and Levesque's intention 

definition. Let, 

(7.27) 

(7.28) 

def 
Pre1pc = Vi (i E g)(--,(Bel i <p) A (Bel i ]E◊<p) A (Bel i M-Goal g <p)), 

def 
S-C1PG = 

((Bel i (C-Goal g <p)) ⇒ (M-Bel g (C-Goal g <p))) v 

((Bel i (M-Dep g <p)) ⇒ (M-Bel g (M-Dep g <p))) v 

((Bel i A□-.<p) ⇒ (M-Bel g A□-.<p)) v 

((Bel i ,0 ⇒ (M-Bel g ·0) 

The joint intention as denoted by (I-Intend g <p 0, which is held by a group g with 

respect to a goal <p and motive (; can then be defined as, 

clef 
(7.29) (I-Intend g <p 0 = (M-Bel g (=le((Agts e g) A (Happens e; <p?))A 

(J-Commit g A◊(Happens e) s Pre1pc S-C1pc). 



Chapter 7. Formalisation of The SMM Model 178 

Thus a joint intention in g to achieve cp means that agents in g mutually believe there are 

existing events or a•sequence of events, e, which will bring about cp. The group g will 

jointly commit to make e happen unless one of the re-evaluation conditions specified in 

the S-C1po is satisfied then the agents in g will drop goal cp and have the goals 

co1Tesponding to that re-evaluation condition. These include, 1) when one of the agents, 

i, realises that the initial mutual goal of the group becomes a common goal, it will ihake 

this event known to all the group members; 2) agent i is not so sure about the initial 

mutual goal whether or not is a common goal, it believes that they are mutually 

dependant on each other to achieve goal cp, it will also make this state of affairs known 

to other agents; 3) agent i realises that the goal cp can never be realised or its motive ( 

does not hold any more, it will make this state of affairs known to the other agents in the 

group. On the last occasion, to bring about cp becomes a serious problem because of 

changes in the environment. Joint intention ensures the state is known by all agents in 

the group. 

With the above joint intention definition, the action of a joint attempt in a group g can 

be defined. A group of agents g, jointly attempts an action a, to bring about goal cp, 

relative to motive (, as denoted by (]-Attempts g a cp If/), is 

(7.30) 
def 

(]-Attempts g a cp lfl) = [(]-Decide i a cp)?;(Does a g)] µ 

[(M-Bel g (ECD(Doing a g) < ECD(a)))?; (]-Intend i lfl ()]. 

This means group g jointly decide to adopt action a to achieve goal cp, and after a is 

performed, cp is satisfied, or at least If/ is satisfied. 

7.4 The SMM Model 

Returning to the objectives of developing a formal SMM model, that is to present a 
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theory that describes a cooperative problem solving process in a computationally 

tractable manner and to provide a clear mapping from the theory to its applications. In 

order to do so, the model needs to present a clear sequence of motives, beliefs, goals, 

intentions and actions from an individual agent to a collective of agents. The key feature 

of the SMM framework is its explicit expression of agents' behaviours in a cooperative 

process into three layers. They are the individual layer, the pre-social layer and the 

social layer. Each layer has different stages in which different behaviours for the 

engaged agents are required. The formal account of the SMM model is represented in 

the following. 

7.4. 1 Goal Selection 

This is the beginning of a cooperation process. This stage specifies how agents choose 

tasks to perform. In formal terms, it states how an agent establishes its goal based on its 

initial attitudes. So, it is a goal selection process. As described previously, agents in the 

SMM model have two initial attitudes: motive and capability. The capability is further 

identified by two components: knowledge and ability. At the end of goal selection, the 

agents in the system will have settled goals. Let us consider one agent i, the pre­

conditions of agent i in goal selection (PfG i <p) are: 

(7.31) (PfG i <p) def (Mot i s) /\ (Know i <p) I\ (Can i <p) I\ 

(Beli ◊<p) " 

-, (Bel i -, ( 3a (Achieves a <p) µ (Happened a)))/\ 

(Bel i [3a ((Achieves a cp) µ (Happened a))]) 

That is, with respect to agent i's motive (, knowledge about the possible goals, and the 

actions that the agent can provide towards the goal achievement, agent i selects goal <p 

if 1) agent i believes that goal <p is possible (it will eventually be true). 2) Agent i does 
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not believe that it will not bring about the goal <p (the agent does not believe that there 

are no existing actions, which after they have been performed, the goal still can not be 

achieved). And 3) agent i believes that there are actions which if they could be 

performed the goal will be achieved. Thus, the agent's goal selection can be expressed 

as, 

(7.32) I= "ii (3<p (PfC i <p) ⇒ (Goal i <p)), <p is a task. 

That is, 

Goal selection: All the agents in a multi-agent system, with respect to their 

motive and capability, choose the goals that, they believe, are currently not 

realised and are achievable by certain actions being performed when some 

events have happened. 

7.4.2 Act Selection 

Act selection in the SMM model is a decision making process on alternative actions. 

The pre-condition for this decision making is that an agent i has a goal cp. The 

termination condition is that agent i decides to adopt action a to achieve goal cp. It is a 

complex mental behaviour of an individual agent. Firstly, this thesis agrees with Cohen 

and Levesque's intention theory that an agent's physical action is governed by its 

intention not its goal. This means an agent may have more than one goals, but at any one 

time the agent always has one currently intended goal. The first mental behaviour of an 

agent in act selection is to shift the selected goal to an intention. 

Based on this more stable mental state, the next mental behaviour of the agent is to 

reason about the possible ways of achieving its intended goal. Among all the possible 

actions, the agent also needs to reason about the possibility that the expected event can 
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happen (by performing an action), and if the event happens, to what degree the event can 

bring about its expected result and how much that result means to the agent. All these 

factors are summarised in the expected payoff function described in Chapter 5. 

Therefore, the conditions of an agent's act selection, denoted by PfA, can be expressed 

as, 

[

(3e((Happens e) ⇒ (Intend i <p 0)" (Happened e)" ] 
def 

(7.33) (PfA a <p) = . 
(Bel i (('v' a/ (Achieves a/ <p))" (3a (a caJ(Prefer i a <p)))) 

So, an agent's act selection can be formalised as, 

(7.34) F (Goal i <p) "A(PfA a <p) ⇒ (Decide i a <p). That is, 

Act selection: An agent i has a goal <p. An expected event e, which enables 

the agent to hold an intention <p, has happened and the agent has a belief that 

among all the possible ways of bringing about <p, action a is the most 

preferable one. The agent then holds a mental state that decides to adopt 

action a as the way of bringing about <p. 

It is worthwhile to notice the two possible cases in the goal definition (7 .2). They are: 1) 

the agent can perform all the required actions a, ((Done a i); <p) to bring about <p. This 

means that the agent is capable of achieving <p by working in isolation. 2) The agent can . 

only perform part of the required actions ( a) but not all of them ( lXJ ( a c a} It depends 

on other agents to perform certain actions (a/-a) to achieve the goal <p. However, the 

decision definition in this thesis (7.10) is based on the agent having an intention to bring 

about the goal <p. This means that when the agent makes a decision about which action 

to adopt, i.e. whether to work alone or in cooperation with other agents, the agent is 

aware of the possible cases and consequences. Another important point needs to pointed 
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out, is which the action denoted by a in the above act selection is different to the action, 

still denoted by a, in the goal definition. It could be the same action but it could be 

otherwise. 

7.4.3 Team Formation 

The team formation8 in the SMM model is an action, as part of action a in the decision 

formula, that the agent has to perform after it decides to work in a cooperative manner. 

This action is to build up a common mental state among a group of potential cooperative 

agents towards a collective action. This mental state has been identified as team. It 

includes four distinctive features: 1) common act rules, 2) a common base of sharing 

resources, 3) a common measure of performance and 4) mutual mental state adjustment. 

Theoretically the above four features are summarised in the notion of joint intention 

(7.29) which is expressed by the notions of joint commitment and social convention. 

Joint intention as the goal of team formation cannot be guaranteed by the agent that 

performs team formation because this particular action depends on factors that are 

beyond its control such as the mental states of potential team members. The agent can 

only attempt it. The team formation stage is then characterised as an assumption made 

about rational agents. Namely, that an agent that decides to adopt cooperative action will 

solicit assistance. 

Team formation: An agent i, that decides upon a cooperative action with 

respect to its goal <p, will attempt to bring about in some group g that it 

believes can jointly achieve <p, a state wherein: (i) it is mutually believed in 

g that g can jointly bring about <p and g jointly intend to do so; or, failing 

8 Intuitively, team formation only happens when agents decide to work in collective actions. However, this thesis 
regards an agent working in isolation as a single member team. Obviously, if an agent decides to work in isolation, 
it may not need to consider the issues related with the team formation. Having this stage is serving the purpose of 
generalisation. Nevertheless, the theory is still valid for the agent work in isolation because when certain events 
happened, the agent may find that working in isolation is not favourable any more and turn to seeking assistance. 
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that, to at least cause in g (ii) the mutual belief that i has a goal <p and the 

mutual belief that i believes g can jointly achieve <p. 

(7.35) 
de/ 

(Team g <p) = (M-Bel g (J-Can g <p)) /\ (I-Intend g <p S). 

Therefore, their team formation can be stated as, 

Assumption 1 (Team Formation): 

(7.36) F Vi (Decide i a <p) ⇒ A:lg (Happens (Attempt i a/Team q)). 

where, a/ is team formation, a/ c a, 

de/ 
Team = (Team g <p), and 

de/ 
q = (M-Bel g (Goal i <p) /\ (Bel i (J- Can g <p))). 

7.4.4 Plan Formation 

The fourth stage of the SMM model is plan formation. It is based on the belief that a 

collective action cannot begin until the group to some extend know about what they will 

actually do even when the team has been formed. Plan formation is a procedure that 

brings the team to a state, in which there is at least one action that an agent in the group 

can perform and it is known to the group that this will take them "closer" to the goal. 

However, it is possible that there are many agents that know of actions the team can 

perform in order to take the collective closer to, or even achieve the goal. It is therefore 

necessary for the collective to come to some agreement about exactly which course of 

action they will follow and which agent will play which part in this course of action. 

Negotiation is the mechanism via which such agreement is reached. The negotiation is 

formalised as a group of agents jointly attempting to bring about a state where they have 

agreed on a common plan, and decided to act on it. Failing that, they will bring about a 
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state where at least one of them has proposed a plan that is believed will achieve the 

jointly intended goal. 

Negotiation: If group g are a team with respect to a goal <p, then g will 

jointly attempt to bring about a state (by performing a''), where it is 

mutually decided in g that adopting an action sequence ap to achieve their 

jointly intended goal <p, or, failing that, to at least bring about a state where 

some agent j E g has made g mutually aware of its belief that some action 

ap I can be performed by g in order to achieve <p. 

That is, 

Assumption 2 (Plan formation): 

(7.37) I= (Team g <p) ⇒ A 3a11 (Happens (]-Attempt g a" (Planap <p) q)) 

def 

where, (Plan ap <p) = 3ap (]-Decide g ap <p), 

def 

q =3j 3a/ (j E g) I\ (M-Bel g (Agts a/ g) /\ (Achieves a/ <p))). 

7.4.5 Team Action 

The stage of team action in the SMM model is an expectation that follows from the plan 

negotiation. In this stage, the team members will jointly attempt the actions in the fixed 

plan. 

Team action: A group g as a team with joint intention to the goal <p, if there 

is a decided plan exp, the team will jointly perform the actions in the plan 

under a "code of conduct"- joint commitment and social convention. 

That is, 

(7.38) I= (Plan ap <p) ⇒ A (Happens (]-Attempt g ap <p S-C1pa)). 
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7.4.6 Shifting 

Shifting is the last stage in the SMM model. As described in the SMM framework, it 

indicates the termination of the cooperation in a team format. Shifting means the 

changing of agents' mental states since the attainment of the intended goal. The mental 

states include goals, intentions and beliefs. This change of mental states also causes the 

agents' behaviour to change, such as shifting their position in a matrix structure and 

renew their roles in the next goal attainment. Most importantly, the SMM framework 

defines the cooperation process as such that it is not a single-pass process, instead, it is a 

circular process. Rational agents will adjust and update their mental states in responding 

to their experience of success and failure in the interaction with other agents. Therefore, 

shifting is a process of learning. 

Learning: With respect to an unknown event e, an agent i has enough 

evidence or experience about it, the agent will perform an action to enable a 

belief about the event to be held. 

That is, 

(7.39) (Learn i e) def :3e((Happened e) /\ ((Agts e g) /\ (i E g)) /\ -,(Know i e)) 

⇒ 3a A ((Does a i) µ(Belie)). 

Therefore, the shifting can be expressed as, 

(7.40) F Vi ((i E g)(Happened (]-Attempt g lXp <p S-C1Pc)) ⇒ (Learn i (Done a i))). 

Notice that the action a in the above (Done a i) is the action that agent decided to adopt 

in act selection (7.34). All other actions in the other stages are part of it. The shifting 

formulation expresses the knowledge which is in a general sense that the agents in group 

g do not know, and should be learnt. The result of the agents' learning should have an 

impact on the agents' beliefs which further affects the agents' expected function Eco in 
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their future decision making. 

7.5 Summary 

In this chapter, an abstract formal model of SMM has been described against the three 

objectives stated in the beginning of the chapter. They were 1) to provide formulation of 

multi-agent cooperation in dynamic environment; 2) to produce a mathematically 

tractable theory; and 3) to offer a clear mapping from the theory to its applications. The 

formal model of SMM is described based on possible worlds semantics, temporal logic 

and dynamic logic. The language used in the description is a multi-model language with 

usual connectives of a first-order language. This language has been used in many 

articles in multi-agent systems theory, therefore only descriptive semantics were given. 

Based on the previous experience of implementation, the basic attitudes and the 

necessary actions of an agent which are needed in a cooperation process have been 

specified in this chapter. The mental states, which govern the agent's individual and 

social behaviours, were defined as different events under possible worlds semantics. 

Doing so enables the relationship among the mental states of an agent and between the 

agent's mental states and actions to be studied and described. 

Finally, following the SMM framework proposed in Chapter 5 a formal model of multi­

agent cooperation was presented with six separate behaviour stages. This formal SMM · 

model not only provides the agents' mental and physical behaviours in a cooperation 

process but also specifies the sequence and the relationship between the agents' 

behaviours. Therefore, it can be used for both theoretical and implementation purposes. 

In summary, the following features of the SMM model are identified to distinguish it 

from other models against which its significance can be gauged. 
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1. The model carefully works out the mental states and actions of an agent that are 

needed for a cooperation process. The mental states of an agent include motive, 

capability, belief, goal, intention, preference, decision, mutual belief, mutual goal, 

joint decision and joint intention. The actions of an agent are done, doing, does, 

attempt, joint attempt and learn. 

2. The model identifies the sequence and the relationship between an agent's mental 

states and actions not based on a randomly considered time but from the very 

beginning of the system where the agent can be viewed as existing. That is the 

motive and capability which are the identity of the agent. They are the initial states· of 

the agent. All other mental states and actions of the agent are derived from these 

initial mental and physical states. It has a clear advantage for applications because the 

motive and capability can be designed and expressed with any computational 

language. 

3. The model, for the first time, introduces notions to express an agent's mental states 

that can be quantitatively evaluated. That is the notions of deciding and its derived 

notions are based on a quantitative payoff function Ew which is further expressed by 

the quantitative functions p, v and </J. Where p is the output function that states the 

agent's idea about outcomes of an action determined by the agent and the 

environment; v is utility function that states how the agent ranks alternative 

outcomes of an action; and </J is the probability density function that states the 

probability of the event under which the expected outcome can be obtained. 

4. The model resolves the argument against intention theory that claims it is invalid in 

agents' cooperative behaviour. This is done by explicitly specifying that the intention 

can only operate on agents' mental states, i.e. the goal. This means that the intention 
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only characterises an individual agent's focus on a specific goal; and the joint 

intention only characterises a group of agents' focus on a mutual goal. It is the 

decision that operates and characterises agents' act selection. 

5. The SMM model provides a logic and implementation process that ensures 

cooperation can take place and can achieve success for multiple agents sitting in a 

dynamic environment. 

It should be clear now that the formal SMM model, like many models in multi-agent 

systems is concerned with searching agents' basic attitudes and the relationships that 

govern agents' physical behaviours by using powerful logic tools and bearing rationality 

in mind. It also integrates many valuable research results from other fields such as 

organisation theory, economy, and cognitive science. Together these form the 

fundamental point of this thesis. 

This is that agents, in any given time in a multi-agent system, inevitably find that they 

are located in a cross point which is jointly defined by their motive, capability, and the 

environment. Agents' action and the consequences of the action result in shifting their 

position from one point to another. This is why the model is called shifting matrix 

management. 



Chapter 8 

Experimental Evaluation of the SMM 
Model 

Is it Gold or sand? It can be told by wild fire. 

-- A Chinese proverb 

This chapter reports on the empirical investigations of the SMM model. A number of 

controlled experiments were performed using the test-bed built based on ARES, which 

was described in Chapter 2. Section 8.1, describes the implementation of the SMM 

model in the control of cooperation between multiple robots, which was carried out to 

study the effectiveness of the SMM model in the problem domain. In section 8.2, taking 

this application as an example, the systemic characteristics of the SMM model are 

analysed. Finally in section 8.3, a comparison is made between the SMM model and the 

two other models described in Chapters 3 and 4. A number of experiments with the 

189 



Chapter 8. Experimental Evaluation of the SMM Model 190 

same system settings have been carried out. The main benefits of the SMM model are 

stated as testable hypotheses and experiments were undertaken to evaluate these claims. 

Although the scenario used to illustrate the concepts is that of multiple robots' 

cooperation, the results obtained are believed to be generalisable. 

8.1 Implementation of the SMM Model 

In this section, implementing the SMM model in the control of cooperation among 

multiple robots is reported. The implementation is parallel to the implementation of two 

other models, which were reported in Chapters 3 and 4. The logic developed in the 

previous chapter was realised by the rules and functions in different KSs in the ARBS. 

The KSs were organised according to the logic order defined by the SMM model. The 

implementation was carried out to investigate the applicability of the SMM model to 

the problem domain and to demonstrate how the logic provided by the SMM model can 

be converted into an application system. 

B. 1. 1 Implementing the SMM Model 

Implementing the SMM model in the control of cooperation among multiple robots is 

like implementing the Contract Net framework and the CPS framework in the same 

problem domain. It is based on the existing test-bed constructed in this research. 

This time, the blackboard has been partitioned in the manner shown in Figure 8.1. The · 

differences between the partitions shown in the Figure 8.1 and the partitions in Figures 

3.2 and 4.1, which are implementations of the Contract Net framework and the CPS 

framework, are mainly revealed in the agents' private panels. 
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Figure 8.1 The blackboard partition for implementing the SMM framework 

This partitioning establishes three new partitions in the private panel. The motive 

partition 1 is used to store the agent's initial motive. The motive is a proposition with 

explicit quantitative expression, such as to obtain 10,000 units of net benefit gain or to 

obtain as much benefit as possible. The decision_making_functions partition keeps the 

names of the three decision making functions p, v, and </J. The actual body of the 

functions is written using ARBS ' external function facility. The links between the name 

and the body of functions are realised by the ARES runalg operator. The agent_gain 

partition records the benefits that the agent gained from the task's performance. It is 

used to check against the agent's motive to see if its motive has been achieved. These 

three private partitions were added because of the requirements of the SMM model. 

The message format used in communication between the agents is similar to the format 

of the messages used in the CPS framework, which is illustrated in Figure 4.2. The only 

1 Partiti on is an element of a panel. 
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difference is the slot of team specification in the team proposal message. The SMM 

model does not only explicitly specify the "code of conduct", but also specifies the 

sharing of the resources, the same performance measurement, and the mutual adjustment 

of agents' mental states. Figure 8.2 shows the new format of the team proposal 

message. 

Type: team proposal 

From: agento 

To : task_to_bid (a broadcast message) 

Team: 01 

Task Abstraction: 

task type: performing 

task: move [block I block3 block4] from position2 to 
position? 

task weight: 40, I 0, 120, 20. 

Team Specification: 

I. Act under joint commitments and social conventions. 

2. Sharing resources. 

3. Performance is measured by the ame standard. 

4. Mental states need to be mutually adiusted. 

Figure 8.2 The structure of the team proposal message 

The KSs and their order are similar to those used in the implementation of the CPS 

framework. Because of the differences between the SMM model and the CPS 

framework, two new KSs were added. They are act selecting KS and shifting KS. Rules 

in the act selecting KS realise the decision theory on alternative actions. The 

quantitative functions were realised by ARBS ' external functions, written in C. The 

rules in shifting KS realise the learning process and the mutual adjustment of agents' 

mental states. Other behaviours governed by different mental states of agents in the 

SMM model require changes to the rules in the KSs used in the CPS framework. The 

new rules were designed to follow the logic defined in the SMM model. The KSs and 

the order of the KSs used in implementing the SMM model are shown in Figure 8.3. 
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Figure 8.3 The KSs and their order in implementing the SMM model 

8.1.2 Tests, Results and Remarks 

To test the applicability of the SMM model, the tasks, which were generated from the 

application domain and used to test the applicability of the Contract Net framework and 

the CPS framework, have been modified. Each task has a weight associated with it. The 

weight of a task is four quantitative parameters in the following order: social benefit, · 

social cost, self benefit and self cost. These parameters are assumed to be defined by the 

users to address the nature of the importance and the difficulty of a task. They are not 

the value that an agent associates with the task. However, these values are the basic 

factors that an agent uses to evaluate the tasks. For the testing purpose, the tasks' 

weights were assigned arbitrarily with integers between 0 and 200, which is illustrated 

in Table 8.1. 



Table 8.1 The tasks and their weights 

Atomic Tasks Weight Combined Tasks Weight Complex Tasks Weight 

Parkl 10,0,50,20 Hide 90,30, 70,40 Move(front, back) 140,60,80,40 

Bend_over 10,0,60,20 Lay_on_ left 100, 20, 50, 10 Move(left, right) 140,60, 80,40 

Lay_down 20, 10,60,20 Lay_on_right 100,20,50, 10 Move(left, back) 140,60,80,40 

Sit_down 20, 10,60,20 Lay _on_front 100,20,50, 10 Move(front, right) 140,60,80,40 

Left 20, 15, 50, 10 Lay_on_back 100, 20, 50, 10 Move(position 1, position4) 160,60, 100,20 

Right 20, 15, 50, 10 Sit_left 100,30,60, 10 Transport(inter_front, 160, 70, 100,40 

Front 20, 15, 50, 10 Sit_right 100, 30, 60, 10 inter_back) 

Back 20, 15; 50, 10 Sit_front 100, 30, 60, 10 Transport(inter_front, 160, 70, 100, 40 

Grip 10, 0, 60, 10 Sit_back 100, 30, 60, 10 inter-right) 

Release 10, 0, 60, 10 Left_grip 90,20, 70,25 Transport(inter_left, 160, 70, 100, 40 

Gripper_up_down 10, 0, 60, 10 Left_release 90,20, 70,25 inter_back) 

Gripper_sideway 10, 0, 60, 10 Right_grip 90,20, 70,30 Transport(inter_left, 160, 70, 100, 40 

Inter_left 50,20,50, 10 Right_release 90,20, 70,30 inter_right) 

Inter_right 50,20,50, 10 Front_grip 90,20, 70,30 Hanoi_tower(3, 5) 200,40,200,60 

Inter_front 50, 20, 50, 10 Front_release 90,20,70,30 

Inter_back 50,20,50, 10 Back_grip 90,20, 70,30 

Position I 80,30,50,30 Back_release 90,20, 70,30 

Position2 80,30,50,30 Hand_over 120,40,60,20 

Position3 80,30,50,30 Hand_out 60,20,30, 10 

Position4 80,30,50,30 Hand_in 60, 20, 30, 10 
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The agent's value assessment of a task depends on the motive of the agent, the output 

function p and the utility function v that the agent adopted. In this implementation the 

motive of agents was assigned as "to gain as much benefit as possible." The three 

quantitative functions were defined in a simple form2
: the output function p and the 

utility function v together, which has been defined as a payoff function m (see Chapter 

6), were defined as the sum of a task's net benefit3. For example, the task move (front, 

back) has been weighted (140, 60, 80, 40), the net benefit of performing the task is 

(social benefit - social cost) + (self benefit - self cost), which is (140 - 60) + (80 - 40) = 120. 

The probability density function </>, was defined as a value associated with each 

individual agent. If an agent works alone, it is regarded as a team only consisting of the 

agent, the probability of teamwork in this case is 1 because the agent is sure that 

teamwork can take place. A mean arbitrary value of 0.5 was taken as the initial value for 

an agent to work with other agents since it is assumed that the agent has no experience 

of working with the other agents. This is because the agent regards the possibility of 

teamwork as having an even chance of success. This value was altered by an arbitrary 

value 0.01 each time, responding to the agent's own experience of success or failure. 

With each success the agent experiences with another agent, the probability value of 

teamwork with that agent will be increased by 0.01. Similarly, if the agent experiences a 

failure from teamwork with that particular agent, the agent will decrease the value of · 

probability of the teamwork with that agent by 0.01. The final value of a probability, 

however, cannot be less than 0 or greater than 1. The probability of teamwork, where 

more than one agent is engaged in a team, was calculated by taking the mean value of 

the probability from every agent in the team. A non-linear function could be used as an 

2 Different functions and their impact on the system performance are studied in the next section. 

3 Here an assuption was taken that an agent values the importance of performing a task to itself is in the same order as 
one defined by the task's net benefit. 
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agent's probability function, however, for the sake of simplicity this implementation 

adopted the above linear probability function. For example, when an agent i evaluates 

the chance of teamwork with agent j, if the agent i has had one success from teamwork 

with agent j, the value of the probability of working with agent j will be increased by 

0.01 from the initial value 0.5, it becomes 0.51. If agent i had two successful 

experiences with agent j and one failure with agent k, agent i will using the value of (0.5 

+ 2 * 0.Ql + 0.5 - 0.01) / 2 = 0.5033 as the probability of teamwork which the team has three 

members: agent i, j, and k. It is clear now that the above simple definitions about co and 

<p match up with the "bench marking" scheme in the quantitative decision theory. After 

all an agent makes a decision between two alternative actions a and a~ it will simply 

calculate the expected payoff of the two actions by using the expected payoff function, 

Eco(a) = co(a) * </J(a), and compare the results, and adopt the action with the highest 

value. 

In the tests, six agei'rts were used to represent two robots with different position 

coverage and physical functionality, which remain the same as for the tests of the 

Contract Net framework and the CPS framework (see Table 3.4). Each agent has an 

identical structure, which was described in Chapter 2 and implemented in ARBS. The 

agents had sufficient computational power, but vary in their inbuilt knowledge, which is 

illustrated in Table 3.4. The 50 generated tasks, which were used to test the Contract Net 

framework and the CPS framework, were tested. The results are shown in Table 8.2, 

which demonstrates the accomplishment of all the tasks. The applicability of the SMM 

model in the control of cooperation among multiple robots has been illustrated. 
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Table 8.2 The results of tests 

Atomic Tasks Status and performer Combined Status and performer Complex Tasks Status and performer 
Tasks 

Parkl Done. Robotl. Hide Done. Robotl. Move(front, back) Done. Robotl, Robot2. 

Bend_over Done. Robotl. Lay_on _left Done. Robot 1. Move(left, right) Done. Robotl, Robot2. 

Lay_down Done. Robot 1. Lay_on_right Done. Robot 1, Robot2. Move(left, back) Done. Robotl, Robot2. 

Sit_down Done. Robotl. Lay_on_front Done. Robotl. Move(front, right) Done. Robot 1, Robot2. 

Left Done. Robotl. Lay_on_back Done. Robotl, Robot2. Move(position 1, position4) Done. Robotl, Robot2. 

Right Done. Robot2. Sit_left Done. Robotl. Transport(inter_front, Done. Robotl, Robot2. 

Front Done. Robotl. Sit_right Done. Robot 1, Robot2. inter_back) 

Back Done. Robot2. Sit_front Done. Robotl. Transport(inter_front, Done. Robotl, Robot2. 

Grip Done. Robotl. Sit_back Done. Robotl, Robot2. inter-right) 

Release Done. Robotl. Left_grip Done. Robotl. Transport(inter_left, Done. Robotl, Robot2. 

Gripper_up_down Done. Robotl. Left_release Done. Robot 1. inter_back) 

Gripper_sideway Done. Robotl. Right_grip Done. Robot2, robotl. Transport(inter_left, Done. Robotl, Robot2. 

Inter_left Done. Robotl. Right_release Done. Robot2, robotl. inter _right) 

Inter_right Done. Robot2. Front_grip Done. Robotl. Hanoi_tower(3, 5) Done. Robotl, Robot2. 

Inter_front Done. Robotl. Front_release Done. Robotl. 

Inter_back Done. Robot2. Back_grip Done. Robotl, Robot2. 

Positionl Done. Robotl. Back_release Done. Robotl, Robot2. 

Position2 Done. Robotl. Hand_over Done. Robot 1, Robot2. 

Position3 Done. Robot2. Hand_out Done. Robotl, Robot2. 

Position4 Done. Robot2. Hand_in Done. Robotl, Robot2. 
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Perhaps what is important and needed to draw attention to is that the system has an 

incremental performance. This was obtained by inputting the testing samples repeatedly 

in the system in different rounds. The four rounds of the test were recorded and their 

statistic data are presented in Figure 8.4. Where, the y-axis represents the tasks, which 

have been completed by the system, and the x-axis represents the time unit (in seconds) 

taken in accomplishing the tasks. 
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Figure 8.4 Tasks accomplishment in different round of the tests 

Notice that the figure shows rounds three to six. This is to avoid statistical anomalies 

associated with start-up. After six rounds the system appeared to show no significant 

improvement and so was regarded as being stable. The figure shows that, in the sixth 

round the time to accomplish tasks has been reduced by almost 30 seconds compared 

with the third round of the test, which is about 10 percent in total. That means the 

system performs more efficiently in round six than it did in round three. The time saving 

mainly arises in the agents ' decision making and the team formation attempt. This is 

because of the agents' mutual adjustment and learning from their experience of success 

and failure of teamwork in the past. 

Notice the assumptions made in the implementation of the SMM model in the control of 

cooperation between multiple robots. Firstly, the motive of the agents has been defined 
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as "to gain as much benefit as possible." This means that the agent will select to perform 

the tasks that it is able to perform. It is no different to the benevolent assumption used in 

the CPS framework, which was stated in Chapter 4. Secondly, the definition of the 

agents' expected payoff function mean the agents will never attempt to work 

cooperatively, if it is possible to work in isolation. This is because the payoff of working 

in isolation (</J = 1) is always higher than the payoff of any teamwork (</J < 1) if both 

working in isolation and teamwork can achieve the selected task's performance. This 

was done because the author believes that in multi-robot's domain certainty (or risk) 

should have higher priority than efficiency. However, in a problem domain where the 

priority between certainty and efficiency may be altered, or under same certainty, 

efficiency may become the main focus, this can be done by re-defining the payoff 

function OJ in Ew and making the efficiency of teamwork greater than that for working 

in isolation. Thirdly, there is no difference in the individual agents' motive, and 

expected payoff functions. A lack of variety in the agents' initial setting results in 

similar agent's behaviour in the system. 

The above assumptions restrict the full potential of the SMM model. In practice the 

agents in a system may be different in capability, such as in a multiple robots' domain, 

where we can expect different functionality, since the robots are made by different 

companies at different times, and the control mechanisms, and the technology involved 

are also different. To represent this variety, the agents should possess different motives 

and decision functions. To fully explore and analyse the potential of the SMM model, a 

detailed study of the performance of the SMM model is presented in the next section. 

8.2 Varying the Performance of the SMM Model 

In this section, the perfo1mance the SMM model is analysed by means of implementing 
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the SMM model in the control of cooperation among multiple robots. The initial settings 

of the system, which are defined by the SMM model, such as the motives of the agents, 

the decision functions that agents' adopt and the weight of the tasks, are treated as 

variable parameters. The systemic performance is then investigated with different 

settings. 

8.2. 1 The Settings of the Experiments 

The SMM model presented in this thesis identifies two distinctive mental states that 

affect an agent's behaviour and the behaviour of the overall system. One is an agent's 

motive, which directs the agent's task selection. The other is the expected payoff 

function that agents adopt, which affects the agent's act selection. These two mental 

states are variables, which need to be set up in the initial configuration of the system. 

The motive and the decision functions actually reflect a notion called personality in the 

multi-agent systems research [Sloman 97]. An agent's personality refers to the 

difference between agents in both mental and physical behaviours that can be identified 

to distinguish each individual agent. The four types of commonly occurring agent in 

multi-agent systems are: 

• Benevolent agent: Agents that perform all the tasks that they are capable of. This 

agent type is dominant in the reductionist view of multi-agent systems and has 

been widely applied in industrial robot systems. 

• Selfish agent: agents that only choose and perform tasks that bring them a 

positive net self benefit. This agent is dominant in the constructionist view and 

widely used in software agent systems. 

• Selfless agent: agents that only choose and perform tasks that will bring a net 

benefit to the society they belong to. These agents are not concerned with their 
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individual benefits and losses. 

• Socially responsible agents: agents that only choose and perform tasks if their 

benefits for society and for agents together is greater than the total cost to society 

and to agents. 

The corresponding motive and decision functions to these four types of agents are 

defined as follows: 

1. Motive definitions. The definition of the motive corresponding to different types of 

agents is listed in table 8.3. The definitions are coherent with the agents' personaljty 

definitions. This is because in the SMM model motive is used to select tasks. It is the 

same as the definition of the agents' personality. 

Table 8.3 The definitions of the motive corresponding to agent's type 

Type of agent Motive 

Benevolent All the tasks that it is capable of 

Selfish Self benefit> Self cost 

Selfless Social benefit> Social cost 

Socially responsible Social benefit + Self benefit > Social cost + Self cost 

2. Definitions of the payoff functions. The definition of the payoff function reflects the 

personality of an agent applied to different actions in order to achieve the agent's • 

intended goal. The problem, which arises on this occasion, is how to define the action's 

weight. In this set of experiments the weight of an action is defined by the task and the 

number of actions to realise the task. Precisely, the weight of a task is evenly distributed 

into actions that realise the task. For example, the task moving (front, back) is weighted 

by a list (140, 60, 80, 40) and suppose it is decomposed into two actions: actionl move 

from front to position2 and action2 moving from position3 to back, where position2 and 
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position3 are the same position in different robots' coordinate system. Actionl and 

action2 are then weighted (70, 30, 40, 20) respectively. The agent will select its next act 

always with what it considers, according to its personality, to be the highest value. This 

is because the agent regards the action with the higher value to mean more to it than the 

action with the lower value. 

3. Probability function definition. The probability function in the SMM model 

expresses an agent's own opinion about the possibility of an event that can take place 

and can achieve an expected result. Therefore it is related to the other agents that are 

involved in the same event. The definition of the probability is defined in three 

dimensions: the initial value of the probability that the agent has given to other agents, 

the number of agents involved in the event, and past experience. The initial value of the 

probability reflects the agent's initial opinion on other agents. It has been defined in 

Table 8.4. 

Table 8.4 The initial value of the probability definition 

~ 
Benevolent Selfish Selfless Socially 
agent agent agent responsible agent 

R 

Benevolent agent 0.5 0.5 0.5 0.5 

Selfish agent 0.4 0.5 0.4 0.4 

Selfless agent 0.5 0.5 0.5 0.5 

Socially responsible agent 0.5 0.5 0.5 0.5 

Notice that the initial values of the probability other agents give to selfish agents is less 

than to other agents. This is because the selfish agent has more chance not to join 

teamwork since teamwork requires social behaviour such as the behaviour defined by 

joint commitment and social conventions outlined in Chapter 7. This value can be 

changed in other implementations. This definition is only for the purpose of these 

experiments. The experience represents the agent's adjustment on its initial probability 

definition. As explained, each success or failure will increase or decrease the value of 
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the initial probability by 0.01. The final value of the probability is the average of the 

agents' probability and past experience. For example, a benevolent agent i evaluates the 

probability of an event that consists of four actions. These four actions are assumed to 

be performed by three agents j, k, and l. Agent j is a selfless agent and agent i has two 

success experiences with it; agent k is a selfish agent and agent i has no experience of 

working with it; agent l is another benevolent agent and agent i has one failure 

experience with it. Therefore the value of the probability that agent i holds for the event 

is: [( 0.5 + 2 * 0.01) + 0.4 + (0.5 - 0.01)] = 0.467. Again this definition is simple but it follows 

conventional probability rules. 

With the above motive and expected payoff function definitions, a number of controlled 

experiments were performed. In each experiment, four agents were used. They have the 

same basic architecture as shown in Chapter 2 and were implemented in rules and 

functions in the ARES. In these experiments, two main dimensions were varied: the 

load on the system and the task's weight. This led to four types of experiment: 

• The system has a heavy task load. New tasks are constantly inputted into the 

system. The agents always have tasks to perform. 

• The system has a light task load. Significant gaps exist between the input of new 

tasks. The agents are often idle, as they have no tasks to perform. 

• The social benefit is dominant. In the first two experiments, approximately equal 

weighting is assigned to the tasks for society's benefit and the individual's 

benefit. These experiments examine what happens when the social benefits 

significantly outweigh the individual benefits. 

• The individual benefit is dominant. In these experiments the individual benefit 
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assigned to the tasks significantly outweighs the social benefit. 

In the graphs in the following sections, the unit of time is seconds. To avoid statistical 

anomalies associated with start-up and termination conditions, the results are taken from 

the middle period (between 20s and 600s). In all cases, the time taken to complete a task 

varies between 1 second to 5 seconds. The y-axis shows the tasks that were completed 

by the agents . 

8.2.2 System with Heavy Loading 

In this set of experiments, the systems are heavily loaded so that the agents in the system 

always had tasks to perform. The weight assigned to each task is in a comparable scale. 

That means the net social benefit of a task is approximately the same as the net self 

benefit of the task. The value of the net benefits, both social and individual, can be 

positive and negative. Figure 8.5 shows the tasks completed by the different settings. 
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Figure 8.5 The tasks completed by the systems with heavy load 

The figure indicates that the tasks, completed among the four settings in the system, are 

statistically almost the same. The maximum difference, at time 320 and 560, is Jes than 

10 tasks. It demonstrates the coherent behaviour of the agents with different personality 

settings has been maintained by the SMM model. In other words, it indicates that the 
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SMM model has a great tolerance towards agents' different personality settings in 

systems with heavy loading. 

However, this graph also shows that personality of agents indeed has an impact in these 

circumstances with regards to their different behaviour. The benevolent agents setting 

had a poor performance at the beginning of the experiments and the performance is 

gradually improved. It is revealed that in the beginning the line (red), which represents 

the benevolent agent setting, is below the lines representing other agents settings and in 

the end it rises above the other lines. In contrast, with the selfish agents setting, the 

system performs comparatively well at the beginning and the improvement tends to be 

small (blue line). The selfless and the social responsible settings are more stable than 

benevolent and selfish settings. This is shown by the smoother plots than that of the 

other two settings. It may indicate that systems with selfless and social responsible 

agents settings have less temporary difficulty than the other two settings. The difficulty, 

which the systems with selfish and benevolent settings have, is more failure attempts in 

the teamwork. 

Nevertheless, the graph suggests that there is little difference between the personality 

types under these conditions. It is possible that the system is so highly loaded that any 

settings the agents in the system always have tasks to perform and are never idle. 

8.2.3 System with Light Loading 

In this set of experiments, the systems are lightly loaded. The agents in the system 

sometimes have no tasks to perform. 

Figure 8.6 indicates that the system with the benevolent agents setting performs more 

tasks than the systems with other settings. But the actual tasks completed are 
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substantially less in magnitude, typically less than half of its counterpart shown in 

Figure 8.5 . 
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Figure 8.6 The tasks completed by the systems with light load 

Figure 8.6 also indicates that all four plots are less smooth than the plots in the systems 

with heavy load. This is because at times the agents have no tasks to perform. In these 

circumstances, in the SMM model, the personality types of agents tend to have a greater 

impact than the system with heavy task loading. This set of experiments suggests that 

when implementing the SMM model in an application, if the tasks to the system are not 

heavily loaded then the benevolent setting may be a better choice. 

8.2.4 Tasks with High Social Benefit 

Having seen the effect of different tasks loading, the final set of experiments explores 

the system properties when the balance between the benefits to the individual and to the 

system is varied. In this case, the systems have a medium loading. In this section, the 

effect of making the social benefit two times greater than that of the individual benefit is 

examined. The net social benefit of tasks was given a range between ±1000, whereas the 

net individual benefits of tasks range between ±10. With this tasks' weight assignment, 

systems with different agent settings will behave significantly differently. These 

experiments aim to examine how the SMM model maintains the system's overall 
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performance. In these experiments the joint benefit, which is the net social benefit plus 

net individual benefit, is also monitored. This is because the joint benefit represents a 

balance between the individual agents and the society of the agents . 

In Figure 8.7, the y-axis represents the joint benefits obtained by the system at the time 

it is measured. The figure shows that the systems with socially responsible and selfless 

agents' settings obtained much more joint benefit than the systems with benevolent and 

selfish agents' setting. The system with the selfless agents' setting almost obtains the 

same joint benefit as the system with the socially responsible agents' setting. This is 

because the joint benefit is virtually equivalent to social benefit since the social benefit 

overwhelms the self benefit by a factor of 100. The systems with benevolent and selfish 

agents' settings appear unstable and obtain less joint benefit. This is because the agents 

in these two systems sometimes perform tasks that have a high negative social benefit 

since the agents are not concerned with the social benefit. It suggests that, in a system in 

which the tasks ' weight setting is dominated by the social benefit, the socially 

responsible or selfless agents setting will have less difficulty in performing social 

actions. 
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Figure 8.7 The joint benefit obtained by system with high social benefit 
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Figure 8.8 The tasks completed by the systems with high social benefit 

What is surprising is that the tasks completed by the systems with different settings in 

this tasks ' high social benefit setting are not affected very much by personality, see 

Figure 8.8. This is because the SMM model allows agents in the systems only to 

compare the differences between the available tasks according to their own concerns. 

While there are tasks to be selected the agents will always find a task to perform. They 

may find difficulty in the social actions such as team formation (the plots in Figure 8.8 

are less smooth than in Figure 8.5), but the load of tasks is heavy enough to keep agents 

busy. The tasks completed by the systems can maintain a ce1tain level4
. 

8.2.5 Tasks with High Individual Benefit 

In this set of experiments, the individual benefit of the tasks' weight is the dominant 

factor. It ranges between ±1000 whereas the social benefit ranges between ±10. Figure 

8.9 shows the joint benefit obtained by the systems with different agents ' settings. As 

might be expected the systems with the selfish and the socially responsible agents ' 

settings obtain more joint benefit than the systems with the benevolent and the selfless 

agents' settings. 

4 Notice that we are not concerned with the task completi on rate here. This is because the experiments set tasks to be 
conti nually inputted to the system. The tasks completed by the system are the factor that is of concern. 
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Figure 8.10 The tasks completed by the systems with high self benefit 

This further demonstrates the result obtained from the previous experiments. That is, the 

tasks completed by the systems are not influenced by the tasks' weight setting if the 

tasks' load to a system is heavy enough to keep agents busy in the system. Also, the 

tasks completed by the systems with different agents' setting tend to be not significantly 

different either. Only the system with benevolent agents' setting tends to complete more 

tasks than the systems with other agents' settings, but not dramatically so. 

8.2.6 Summary 

In this section, to test the characteristics of the SMM model, four commonly occurring 

types of agents in multi-agent system were introduced. The motive and the decision 

functions were defined corresponding to these four types of agents. The different 
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systems were then set up in four sets of experiments. These varied in two dimensions: 

the task load and the tasks' weight setting. The results indicate that the SMM model 

performs well in maintaining coherent system behaviour with different settings. This is 

shown by the result that the tasks completed by the system are mainly dependent on the 

task load to the system rather than the agents' setting and tasks' weight setting. 

Nevertheless, the tasks' weight setting and the agents' type setting also have impact on 

the system behaviour where the SMM model is implemented as the systems 

implementing other models. The tests' results also suggest that if its agent's type 

settings match with its tasks' weight setting, the SMM system will have less difficulty-in 

cooperative actions. In any case, a system with the benevolent agents' setting performs 

comparatively well in the sense of keeping agents busy. This may explain why the CPS 

framework assumes that agents should be benevolent. But it may not be a good choice 

in domains with scarce resources. 

8.3 Comparison of the Cooperation Models 

In this section, a comparison between the SMM model and two other cooperative 

models that have been implemented during the development of the SMM model is 

reported. In Chapter 3, this thesis claimed that the SMM model could be regarded as a 

refinement of the other models. This section investigates this claim. 

Comparing one cooperative model with other cooperation models is a difficult task 

since each model has its own innovatory motivations, its particular domain of 

application, and particular goals to achieve. Ignoring these specifics in each model may 

invalidate the comparison. The comparison reported in this section is focused on a 

particular application domain, that is the control of cooperation between multiple robots. 

A series of controlled experiments were taken to evaluate the main benefits of the SMM 
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model that were taken as testable hypotheses. These experiments were not intended to 

provide a conclusive general judgement on each model since the experiments were not 

designed to fully explore each model's performance. 

8.3. 1 Experimental Hypotheses and Conjunctures 

As stated in the beginning of Chapter 3, the SMM model can be regarded as a 

refinement of the existing cooperative models. To evaluate the result of the refinement, 

the following testing hypotheses were generated and as the objectives of the tests, and 

they are re-stated here: 

1. The SMM model increases the task completion rate. 

2. The SMM model increases the scope of achievable tasks. 

3. The SMM model decreases the interference of task performance by avoiding 

harmful interaction. 

To test these hypotheses, the task set that was used to test the three models has been 

doubled into 100 tasks. The time needed to complete an atomic task ranges between 1 

second and 4 seconds. The combined tasks consist of between two and six atomic tasks. 

The complex tasks can be completed by different plans, which range from two to sixteen 

atomic tasks. Six agents were involved in each system. Three systems were constructed 

based on the Contract Net framework, the CPS framework, and the SMM model. 

The system implements the Contract Net framework with one task manager agent5 and 

six other agents. The system was organised as outlined in Chapter 3. The agents purely 

rely on the task's specification and their ability to select tasks to perform. 

5 The system implementing the Contract Net actually has one more agent that is the general task manager. But the 
general manager is not involved in the actual performance of any task. The actors that perform the tasks is still six. 
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The system implements the CPS framework with six benevolent agents. Two of them 

prefer teamwork (as part of cooperative conditions specified in the Recognition stage of 

the CPS framework). This means that whenever there is a goal to achieve the agents will 

attempt to achieve the goal by teamwork. In contrast, the other four agents only attempt 

teamwork when they are unable to achieve the goal. The system was organised as 

outlined in Chapter 4, in which no compromised methods were taken to overcome the 

problems perceived during the implementation. It can be regarded as truly reflecting the 

CPS framework in the problem domain. 

The system implements the SMM model with six agents. Among them, two are 

benevolent agents, two socially responsible agents, one selfish agent and one selfless 

agent. The system adopts the implementation described in the first section of this 

chapter. 

To make the results comparative, all the agents had the same structure as outlined in 

Chapter 2. Their physical function and the coverage of the working space were identical. 

Each agent was given an equal time slice and could carry out identical amounts of 

reasoning about the process of cooperation. The tasks' weight was kept same as stated in 

Table 8.2. Only the agents in the system that implements the SMM model made use of 

the tasks' weight, the agents in other systems ignored this information. 

8.3.2 Task Completion Rate and Scope 

To test the task completion rate, 100 generated tasks of the three types have been 

randomly mixed and continuously inputted to the systems. Figure 8.11 shows the task 

completion rate and the scope of the completed tasks. The data shown in the figures are 

the average of four rounds of separate tests. In the figure the y-axis represents the tasks 

completed by the systems, and the x-axis is the time in seconds taken to complete the 

tasks by the different systems. 
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Figure 8.11 shows that the system implementing the SMM model increases the task 

completion rate by 17 percent over the system implementing the CPS framework and 29 

percent over the system implementing the Contract Net framework. It reaches an 

average of 5 seconds per task, compared with the average of 6.03 seconds per task for 

the CPS framework and 7 .04 seconds per task for the Contract Net framework. It is 

hardly surprising, since this is what the SMM model is designed for. What is surprising 

is that both the systems with the Contract Net and the CPS framework have not 

completed the tasks as expected. The Contract Net system failed a few times when 

robots blocked each other's paths while performing tasks . Because of a lack of a 

mechanism for a social "code of conduct" in the Contract Net framework, the agents do 

not report the failure to perform the bidded task to the task manager, so the incomplete 

task is unknown to the task manager. It therefore does not re-advertise for agents to 

perform the task. In the CPS system, the tasks' performance failure occurred when one 

agent who prefers cooperative work finds another agent that also prefers cooperative 

work. Instead of working as a team, the second agent also proposes a team formation 

and the two agents become engaged in a loop, and the task is not performed6
. 
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6 After three time slices , if the agents repeat the same acti on the KS will be terminated and a new round of the task's 
perfo rmance is started. 
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Figure 8.11 also indicates the extension of the task's scope of the SMM system over the 

systems implementing two other models. After a certain period of time (approximately 

80 seconds) the tasks completed by a system do not increase significantly. In the tests, 

the system implementing the Contract Net framework stoped when the completed tasks 

reach about 71 tasks of the 100 assigned tasks, and the CPS system stoped at about 84 

tasks. This means that both models in the application domain are unable to complete all 

the tasks. Only the SMM system is able to complete all the tasks. What is interesting is 

that the CPS system failed to perform all the tasks. This is a result of the inappropriate 

conditions for cooperation and lack of act selection in the CPS framework. The 

corresponding rules in KSs under ARBS framework cannot guarantee the 

accomplishment of the tasks' performance. The SMM model was developed based on 

the implementation of the two cooperative models in the particular problem domain. 

The aim of the SMM model was to refine the other two models in this problem domain. 

The tests' results show the refinement of the SMM model. 

8.3.3 The Interactions in the Cooperative Process 

These sets of experiments evaluate the effect on the cooperative process in which the 

initial selected goals are not achieved as the agents expected. It is regarded as wasted 

effort. Therefore the interactions involved in these failure attempts are regarded as 

unnecessary or harmful interactions. 

The Contract Net system was not accounted in this set of tests because the Contract Net 

framework does not include any uncertain attempts. Its mutual selection, based on the 

two-way information transfer, can ensure the efforts are not wasted. However, the lack 

of behaviour restriction on contractors may result in incomplete task performance under 

certain circumstances. This can also be regarded as wasted effort. Nevertheless, these 

cases have already been covered in the previous section. 
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Wasted effort is mainly a concern of the SMM and CPS frameworks since both include 

a notion of attempt. This means that both models expect some wasted efforts. It is 

rational to compare to what extent the efforts are wasted by the two models in the 

application. 

To measure the wasted efforts, the number of processing cycles was used from when the 

agents have an intended goal to the time when the agents drop this goal and send it back 

to the panel of task_to_bid to mean that the task is incomplete. For example, the SMM 

system, during a task performance process the Team proposing KS (see Figure 8.3) is 

active at time 10 and the Team formation KS is terminated at time 12 with one of its 

concluding actions adding the task to task_to_bid panel. The wasted effort is 12-10, 

equal to 2. Similar rules are applied to the CPS system. 

The tests repeat the tasks, which were generated and used to test the task completion 

rate in both systems. The recorded results are shown in Figure 8.12. The graph's x-axis 

represents the time in seconds and the y-axis represents the wasted efforts. 
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In Figure 8.12, the wasted efforts appear in a periodic pattern. This is because the 

wasted efforts were measured at the end of a KS when it becomes deactivated. The rules 

in the KS take 2 units of time. So each time when the efforts were wasted, it occupies 2 
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units of time. Figure 8.12 indicates that the sequence of wasted efforts appears gradually 

less frequent in the SMM system than in the CPS system. This shows that the SMM 

system has less chance of failure in its team formation attempts than its counterpart. The 

accumulated wasted efforts in four rounds of tests clearly indicate the decrease in the 

system implementing the SMM model. It is shown in Figure 8.13. 

25 
'C 

~ 20 
~ 
'C ~ 15 .l!! 0 
.!!! :i= 
:, Q) 

E 10 
:, 
(.) 
(.) 

< 5 

0 
1st round 2nd round 3rd round 4th round 

II CPS model 

II SMM model 

Figure 8.13 the accumulated efforts wasted in four rounds of the tests 

Two reasons can be identified. One is that in the SMM model cooperation is taking 

place in a predicted way because of the agents' mental behaviour of 'deciding' . Another 

reason is that the mental adjustments carried out by agents as required in the shifting 

stage of the SMM model, whereby they learn from previous experience. 

8.3.4 Summary 

This section has reported a comparison between the systems implementing the SMM 

model and the Contract Nets framework and the CPS framework in the control of 

cooperation between multiple robots . The experiments were designed to test the claim 

that the SMM model is a refinement over the other two models. The tests support the 

hypotheses generated in the beginning of the section, which were: 1) the SMM model 

increases the task completion rate, 2) the SMM model increases the scope of achievable 

tasks, and 3) the SMM model decreases the unnecessary interactions in the task's 

performance process. 
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8.4 Discussion of Results 

The aims of this empirical investigation were 1) to demonstrate the building of an 

application system with the logical and abstract model provided by SMM, 2) to verify 

the performance of the system by its different initial settings, 3) to provide an insight 

into the system behaviour of cooperating agents which use the SMM model. 

Implementing the SMM model into an application is a relatively easy task. Any rule­

based system, logic language or even conventional language is able to complete the task. 

To implement the SMM model into a particular application, the initial parameters 

defined by the SMM model, as variables in the system should be set up according to the 

nature of the application. That is the task loading of the system. Although the SMM 

model can maintain a system coherent behaviour, nevertheless, the agents' personality 

setting should match with tasks' weight setting since the agents' personality has also an 

impact on the task completion rate. However, the agents' benevolent setting achieves a 

high task completion rate, but it consumes more resources. It is particularly suitable for 

systems with a heavy task load but not for systems with scarce resources. 

The experiments carried out and reported in this chapter did not aim to produce absolute 

evaluations of the SMM model, or the other two models. So, for example, it can not be 

concluded that the SMM model is better than the Contract Net or the CPS framework 

without specifying the domain of the problem. Rather these experiments aim to identify 

trends, which could expect to be observed in other instances of cooperative tasks' 

performance. Relating the results of the experiments back to the initial conjectures it can 

be seen that 1) the SMM model increases task completion rate and extends the tasks' 

scope, 2) in situations in which there is a high chance of joint action running into 

difficulties, the SMM model is able to keep the amount of wasted resources to a less 

degree. 
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As well as highlighting the benefits of the SMM model, these experiments also indicate 

potential drawbacks. The SMM model requests many agent's mental deliberative 

behaviours rather than simple reactive behaviours, it could be argued that the SMM 

model is inappropriate in cases where the agents are situated in a time-critical 

environment. 

However, in the domain of cooperation between multiple robots, the agents' 

computation time is much smaller compared with the robots' physical movements. 

Typically, an atomic task takes a robot seconds to perform, and the longest agents' 

mental decision making is in a few milliseconds. Therefore, the SMM model · is 

appropriate because it enforces an agent's mental behaviour rather than physical 

behaviour. The philosophy of the SMM model is "thinking more rather than doing 

more; if a mistake is taken, stop doing sooner rather than later." In other application 

domains, any intention of applying SMM model, the system designer should ask: 

1. is unstable behaviour occasionally acceptable? 

2. Is the system to be built an intelligent one rather than a reactive one? 

If the answer to above two simple questions is "yes", then the SMM model could well 

be a good choice. 



Chapter 9 

Summary and Conclusions 

"It is easy to say what you know but it is not easy to say 

what you do not know. PhD training is to build confidence 

to say both what you know and what you don't know." 

-- Gangmin Li's diary, 26 September 1996 

This chapter provides a summary of the research presented in this thesis and some 

conclusions. Some perceived interesting issues are listed that might be worthwhile for 

further research work. 

9.1 Summary of the Thesis 

The aim of this thesis was to develop a framework for the control of cooperation 

between multiple industrial robots. These robots are autonomous, pre-existing, and may 

continually join the system. The problem domain has been characterised as complex, 

open, distributed and compositional. Therefore a distributed artificial intelligence 

219 
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approach was taken. Motivated by questioning the intentional theory in DAI, two 

dominant research approaches have been studied. Revealing their inadequacy, an 

organisational approach was adopted based on a fundamental belief that any multi-agent 

system is a form of organisation. Agents' cooperative behaviour is viewed as occurring 

under the joint forces of individual benefit and social benefit. A six-stage cooperation 

framework was proposed for multi-agent cooperation. The name of the framework, 

shifting matrix management (SMM), is borrowed from organisation theory to emphasise 

the point that cooperation is achieved by agents' shifting their positions and mental 

states in a matrix structure where the agents locate at different cross points that are 

jointly defined by the environment and their mental and physical states. 

The two methods used in developing the SMM framework are classified as 'learning by 

doing' and 'learning by analogy'. Learning by doing means using practical experience, 

in this case practices which refer to actually building multi-agent systems and learning 

from self experience. The author built multi-agent systems based on two influential 

cooperative frameworks, namely the Contract Net framework and the CPS framework. 

Learning by analogy means drawing upon ideas from other fields that have considerable 

experience with their own "multiple agent" systems. The work in this thesis is based on 

organisation theory and economic team theory, and proposes the SMM framework for 

multi-agent cooperation. 

To find theoretical support for the SMM framework and to provide an abstract model of 

SMM, a decision theory for an agent's act selection was developed. It is important 

because this has hitherto been neglected by DAI theorists and, without it, a complete 

description of the SMM model can not be produced. 

The SMM framework was further developed into a general, abstract model that is based 

on possible worlds semantics, multiple model logic and the newly developed 
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quantitative decision theory. This constituted the second aim of the research which was 

to provide a mathematically tractable model that can cover a wider rang of applications. 

Finally, to evaluate the effectiveness and the benefits of the SMM model, an empirical 

investigation was undertaken. A number of controlled experiments were carried out to 

test the hypotheses generated for each set of the experiments. The experiments were 

focused on three objectives. 

• Investigating the effectiveness of the SMM model in multiple robots' 

cooperation domain. At the same time it serves the purpose of demonstrating a 

way of converting the abstract model into an application system. 

• Varying the impact of variables in the SMM model to the overall performance of 

the system. 

• Comparing the SMM model with other models to test the benefits claimed in 

this thesis. 

9.2 Conclusions 

The general conclusion of this thesis is the new multi-agent cooperation model. The 

SMM model emphasises the new viewpoint about agents' cooperation that should not 

only be viewed as merely accomplishment of a task performance, but also as a joint -

result of environmental factors and agents' physical and mental status towards these 

environmental factors. The environmental factors include complexity, openness, and the 

dynamic. The agents' mental states include motive, intention, preference and decision. 

The physical states include function, knowledge and current position. A cooperation 

model should characterise the properties of a cooperation, which is mainly dynamic, 

temporary and conscious. The SMM model is one attempt in this direction. Although 
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the model has been tested in a laboratory, these laboratory-based tests were quite simple 

since the robots available are simple. Much more rigorous tests are needed with 

different robots, in different environments. It would be useful to implement this model 

in other problem domains. 

In developing the SMM model, a broad area of study has been encompassed. This 

includes robotics, DAI, organisation theory, and economic team theory. The 

contributions of the thesis are summarised as follows and against which the success of 

the thesis can be evaluated: 

1. A multi-agent test-bed, based on the ARBS framework has been constructed. 

The implementation of the SMM model to the control of cooperation between 

multiple robots was performed on this test-bed. 

2. An application-specific analysis of existing multi-agent cooperation frameworks 

has been taken based on the developed test-bed. The results of analysis provide a 

foundation for the new framework and later on served as a basis of evaluation of 

the new framework since the comparison is taken against them. 

3. A novel multi-agent cooperation framework was proposed. The SMM 

framework regards cooperation between multiple agents as occurring in a matrix 

structure jointly defined by agents' motive and capability. 

4. A quantitative action decision theory was developed. It reveals that an agent's 

mental states about an action are defined by three quantitative functions: </J 

represents an agent's belief about the chances of an event happening; p 

represents an agent's idea about the outcomes of the action determined by itself 

and by the environment; v represents an agent's particular ordering of alternative 

outcomes of the action. 
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5. The SMM framework was formalised. The formalisation of the SMM 

framework provides a mathematically tractable model for multi-agent 

cooperation. It not only identifies the attitudes of agents in a cooperation process 

but also provides a logical relationship between these attitudes. The model can 

be used for both theoretical and implementation purposes. 

Although the author is unable to prove the effectiveness of the SMM model in other 

problem domains, he is confident that the model can be implemented in other 

applications if the same problem characteristics exist. The system developers would 

need to follow the logic defined by the SMM model and configure the system with 

appropriate settings. 

9.3 Ideas for Future Work 

By the very nature of the research, it is impossible to investigate all the aspects 

surrounding the main problem. Actually, there are some aspects that arose as a direct 

consequence of this research. These could well be issues for further investigation. 

The first such issue would be a further study of the impact of an agent's personality on 

the agent's behaviour both individually and in a social context. It was perceived in this 

research that the personality of agents has practical significance because of the 

differences in pre-existing objects that agents present. For example, in the domain of 

cooperation between multiple robots, robots are different in functionality, capabilities, 

and control mechanisms. One way of representing these robots is by agents with 

different personalities. It was also perceived in this research that the definition of four 

commonly used agents personality is based on a first-order representation. A higher 

order definition may need to study higher intelligent and more complex mental 

behaviours of agents. For example, extending a selfish agent into second-order logic 
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may help to understand why a selfish agent enjoys social interactions. A possible 

explanation is that the selfish agent realises the social interaction will benefit its self 

goal. Similarly, a social agent may need to be selfish in a condition which its selfish 

behaviour will eventually (not directly) benefit its social goal. This direction needs more 

study. It was also perceived in this research that there is a need to introduce the 

personality of agents into decision theory. In the domain of control of cooperation 

among multiple robots, traditional research has focused on cooperation methods based 

on the physical functionality and constraints of the robots. The multi-agent approach can 

be seen as adding a brain to these physical robots. In a social context, it is worthwhile· to 

represent these robots with different mental states and reasoning mechanisms. The 

SMM model introduces a quantitative decision theory into the agent's mental behaviour 

to govern the agent's physical action. Further research in agent personality will no doubt 

play an important role in this agent's mental behaviour, and benefit to explain agents' 

physical behaviour. 

The second issue is the need for further study of an agent's planning, particularly an 

agent's mental behaviour and integrating an agent's planing into multiple agents' social 

interactions. This research adopted a very simple "work-flow" style planning. It does not 

include other agents' attitudes about the plan in the planning process. Actually, human 

planning in a social context is considering all the participants' mental attitude. The plan 

produced is not merely a work process, instead it is the plan that is most likely accepted 

by all the possible plan participants. This means that planning needs to be expressed in a 

logical language which not only states the logic procedure of a goal achievement but 

also most possible goal achieving process and potential participants. Such a plan can be 

evaluated and negotiated among a group of agents in terms of benefit and cost. 

Therefore, an execution plan can be easily reached by a group of agents. 
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Works on a more fundamental nature are suggested by studies of the agents' mental 

states and the relationship between these mental states and physical actions. This thesis 

identified two basic attitudes of agents in a social context. They are motive and 

capability. The other attitudes are derived from these two basic attitudes. A prolonged 

examination is needed to investigate the effectiveness of this model to wider problem 

domains such as internet agents. 

Finally, inspired by organisation theory, it would be worthwhile to study other methods 

of cooperation and coordination in natural multi-agent systems, and introduce them into 

artificial multi-agent systems. For example, the rewards and punishment method is· an 

important coordination mechanism in conventional organisations. Introducing it into a 

multi-agent system would make agents respect organisational rules, thereafter ensuring 

cooperation in a more conscious and purposeful manner. 
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Appendix 

A. Abstract of Selected Publications and 
Documented Materials 
Selected aspects of the research described in this thesis, as well as related works have 

been documented or published elsewhere: 

1. In Proceedings of 2nd int. Conf. On Practical Applicaitons of Intelligent Agents 
and Multi-agents (PAAM'97), London, April 1997:353-364. 

Shifting Matrix Management - An 
Architecture for Multi-Agent Cooperation 

G. Li, M. J. Weller, and A. A. Hopgood 

Faculty of Technology, The Open University, 
Walton Hall, Milton Keynes MK7 6AA 

Tel: +44 01908 653907 Fax: +44 1908 653658 
Email: { G.Li, M.J.Weller, A.A.Hopgood }@open.ac.uk 

Abstract. Control of multiple robot arms with multi-agent technology is 

presented in this paper with the focus on cooperative behaviour required in 

industrial applications. A hybrid multi-layer agent architecture is proposed 

and its achievable behaviour discussed. The agents are organised into a 

team for a specific task which has a Task Manager role assigned to one of 

the agents. When the task is complete the team is disbanded. This 

architecture is termed shifting matrix management (SMM). With this 

organisation, agents are grouped by joint intentions, organised in a manager­

contractor manner. The agent acts under a commitment and convention to 

achieve a cooperative, coherent task performance. The actual experiments 

suggest the rationality of the proposed architecture and scheme. 
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2. In Preceeding of the 3rd Young Chinese Scientists Annual Meeting, Beijing, 
China. September, 1998: 88-94. 

Multi-Agent Systems 
-Towards Computers and Humans Cohabitation 

Gangmin Li 

System Architecture Group, Department of Telematics, 

Faculty of Technology, The Open University, 

Milton Keynes, MK7 6AA, UK. 

Abstract. Multi-Agent Systems is a new research field. It draws great 

attention from various disciplines by revealing its theoretical and practical 

values. This paper reviews the background, aim, motivation and context of 

research in Multi-Agent Systems (MAS). Comparing MAS with related 

research disciplines such as Distributed Artificial Intelligence, Distributed 

Problem solving, Open Systems, and so forth, shows what MAS really are. 

A particular attention is given viewing a software construction as building of 

a MAS. Some future research directions are suggested based on this 

revolutionary view point. 

Key words: Distributed Artificial Intelligence (DAI), Distributed Problem 

Solving (DPS), Agent and Multi-Agent Systems, Software Agents, 

Software Engineering, Information Engineering. 
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3. Summited to Artificial Intellifgence in Engineering. Currently under revise. 

Co-ordination and co-operatio-n of 

autonomous robots through work flow 

control in a blackboard system 
G. Li, A. A. Hopgood, and M. J. Weller 

Faculty of Technology, The Open University, Milton Keynes, MK7 6AA, UK 

Phone: ++44 1908 653907 Fax: ++44 1908 653658 

Email: { G.Li, A.A.Hopgood, M.J.Weller}@open.ac.uk 

Abstract. The co-ordination and co-operation of autonomous robot arms has been 

achieved using ARES, an in-house blackboard system. The blackboard model of 

problem-solving has been adapted to accommodate the idea of blackboard partitions that 

are private to individual robots, as well as the usual public partitions. A work flow 

control scheme has been implemented by utilising ARES' facility for pre-conditions on 

knowledge sources (i.e. on the application-specific modules). Robots bid to perform the 

tasks which are advertised on the blackboard. If a task is too difficult for any one robot, 

it is decomposed into subtasks which the robots can then bid to perform. Two tests of 

the system have been carried out. The first shows that, through co-operative distributed 

problem-solving, the system can perform a task that could not be performed by a single . 

robot. The second test demonstrates that the system is robust to unexpected changes in 

the environment. 

Key words. ARES; autonomous robots; blackboard system; co-operative distributed 

problem solving (CDPS); work flow control. 
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4. It was accepted by PAAM'98 as a poster. It is currently under revise for Journal 
of Robotica. 

Co-ordination and co-operation of 
autonomous robots 

by multiple charactoristic agents 
G. Li, A. A. Hopgood, and M. J. Weller 

Faculty of Technology, The Open University, Milton Keynes, MK7 6AA, UK 

Phone: ++44 1908 653907 Fax: ++44 1908 653658 

Email: { G.Li, A.A.Hopgood, M.J.Weller }@open.ac.uk 

Abstract 

The co-ordination and co-operation of autonomous robot arms has been achieved using 

characterized multi-agent technology. The blackboard model of problem-solving has 

been adapted to accommodate the multi-agent co-operational framework SMM. A work 

flow control scheme has been implemented by utilizing ARES' facility for pre­

conditions on knowledge sources (i.e. on the application-specific modules). Three types 

of tasks specified as atomic task, combination task and difficult task have been 

successfully performed by multiple agents with different personality. Actual 

experimentation have been carried out. Performing combination of different tasks shows 

the co-ordination and co-operation among multiple robotics arms successfully achieved 

by the system. 
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5. It was prepared for Journals of agent and multi-agent systems. It is currently 
under revise. 

How to do a great good? 
-- A novel method of achieving social rationality 

in a multi-agent society 

G. Li, M. J. Weller, and A. A. Hopgood 

Faculty of Technology, The Open University, Milton Keynes, MK7 6AA, UK 
Phone: +44 1908 653907 Fax: ++44 1908 653658 

Email: {G.Li, A.A.Hopgood, M.J.Weller}@open.ac.uk 

Abstract. This paper describes a new principle of social rationality in a multi-agent 

community. The actual procedure of achieving this social rationality is also represented 

in a multi-agent system SMM. Where we initially narrow the multiple agents' 

community from an agent's society to a performance team. Then a deep analysis is given 

on how an individual's plan to the team task can be organized and represented. By 

defining the action's benefit function B(x, a) and cost function C(x, a) in both agent and 

society terms, the plan therefore can be evaluated in aspects of both doing good for the 

individual and the society. Following the principle of the maximum joint net benefit,· 

The social rational plan can be generated for team to perform. The purpose of this paper 

is to provide a useful guidance or assistance for building a similar multi-agent system. 



Appendix 

B. Summary of Symbols used in the 
Decision Theory 

X The set of (mutually exclusive) states, x, of the environment. The uncertainty 

about x is expressed by a probability distribution on X. 

R The set of alternative possible outcomes, r, of an action. 

A The set of all conceivable actions, a, equivalent to the set of all functions 

from X to R. It is larger than the set of feasible actions, but the latter will also 

be denoted by A if the meaning is clear from the context. 

O' An event is, a set of states, a subset of X. 

p The outcome function. If the decision-maker takes action a, and the true 

state of the environment is x, then the outcome is r = p(x, a). 

7'C Probability measure on X. The probability of an event, o; is 7t( er). 

<fJ Probability density function on X. For example, if X is finite, 

n(a) = Lxecr<f>(x) · 

v Utility function. A real-valued function on R. The utility to the decision­

maker of the outcome r is v(r). 

co Payoff function. For any state x and action a, cv(x, a)= v[p(x, a)] . 

.Q Expected payoff function . .Q( a, w, (/J) = Ew (x, a) = I, cv(x, a) cp(x) 

X 

= L v[p(x, a)] cp(x). 
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Appendix 

C. The Syntax of the Language used in the 
SMM Model 

1. Variables 

<E t ) .,_ / // ven -var .. - e, e, e , ... , e 1, e2 , .... 

<A t ) . . k •/ •// . . gen -var ::= i, J, , ... , l, i , ... , i1, i2, .... 

(Goal-var) ::= <p, 1fl, Y, (()1, ({)2, ... , lf/1, lf/2, ... , YJ, 12, .... 

(Motive-var) ::= s. (1, ( 2, .... 

(Variable) ::= (Action-var) I (Event -var) I (Agent-var) I (Goal-var) I 

(Motive-var) I (Regular -var). 

2. Key Words 

Event Key : := Happened I Happening I Happens I 

Mental State Key::= Mot I 

Goal IM-Goal IC-Goal I 

Bel IM-Bel I 

Prefer I M-Prefer I 

Decide I J-Decide I 

Intend I J-Intend I J-Commit I 

Plan. 

Action Key::= Done I Doing I Does I Doesn't. 
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Attempt Key::= Attempts I J-Attempts. 

State Key::= Know IM-Know I 

Can I J-Can I 

Achieves. 

3. Event Expression 

(Event-Expression) ::= ((Event Key) (Event-var)) I ((Event Key) (Action-var)) I 

((Mental State Key) (Agent-var) (Variable)) I 

((Mental State Key) (Group-var) (Variable)) I 

((Attempt Key) (Agent-var) (Action-var) (Goal-var)) I 

((Attempt Key) (Group-var) (Action-var) (Goal-var)) I 

◊(Event-Expression) I ?(Event-Expression) I 

(Event-Expression)µ (Event-Expression). 

4. Action Expression 

(Action-expression) : := ( (Action Key) (Action-var) (Agent-var)) I 

((Action Key) (Action-var) (Group-var)) I 

(Action-expression) ; (Action-expression) I 

(Action-expression) I (Action-expression) I 

(Action-expression) ? I (Action-expression)*. 

5. Relation Expression 

(Relation-expression)::= (Agts (Action-var) (Agent-var)) I 

(Agts (Action-var) (Group-var)) I 

(Singleton (Group-var) (Agent-var)). 
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6.Language 

<Expression)::= <Event-Expression) I <Action-Expression) I <Relation-Expression). 

(Language) ::= (Expression) I -,(Expression) I (Expression) v (Expression) I 

(Expression) A ( Expression) I 

3(Variable)(Expression) I 't/ <Variable)(Expression) I 

<Variable) = <Variable ) I <Variable) ;?: <Variable ) I <Variable) > 

(Variable ) I 

(Variable)::, (Variable) I (Variable) E (Variable) I (Variable) E 

(Variable ) I 

A (Expression) I E (Expression) I 

(Expression) ⇒ (Expression). 



Appendix 

D. Selected programs 
A number of selected programs, procedures and rules m KSs are listed here as material 
evidence to support the claims made in the thesis. 

1. Program for communication between SUN 
satation and PCs (POP-11 and C languages) 

/* pc_interface.c Gangmin Li 12/09/96 */ 
#include <stdio.h> 
#include <sys/types.h> 
#include <sys/ipc.h> 
#include <sys/shm.h> 
#include <string.h> 
#include "comm_sun_requestb.c" 
#include "comm_sun_requesta.c" 

int comm_sun_read(int fd, char output[128]) 
( /*Read from serial port a */ 

int i=0; 
int ret_ value; 
static char index[128]; 
char *p; 
p=NULL; 
if (fd < 0) ( 

do 
( 

puts ("port not open"); 
return(0); 
}; 

ioctl(fd, I_SRDOPT, RMSGD); 
ret_ value= read (fd, index, 128); 
index[ret_ value]= '\0'; 
if (ret_ value > 0) 

{ strcpy (output, strcat(output,index)); 
p = strchr(index, '.'); 

/*p points to the subtring which start with ".", if no "." appears in index p points to NULL*/ 
};) 

while (p ==NULL);/* check if"." appears*/ 
index[0] = '\0'; 
return (ret_ value); 

int comm_sun_ write(int fd, char *prompt) 
( int bytes; 

/* write to serial port a */ 
bytes= write (fd, prompt, strlen(prompt)); 
return(bytes); 

comm_sun_request( char *input, char output[]) 
{ int fd; 

output[0] = '\0'; 
fd = comm_sun_init(); 

251 



comm_sun_ write(fd, input); 
comm_sun_read(fd, output); 
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/* get_current_coord() is call comm_sun_request to find out the current coordinates of the robot and 
return a pointer to 26 bytes coordinates */ 

char* get_current_coordb() 
{ static char *p, output[l28]; 

p = output; 
/*static struct _robot_coord positon; */ 
comm_sun_requestb(" 1.", output); 
return(p); 

I* move_robot(comm, coord) using communication primetives to send drive command to pc with the 
destination coordinates and collect the reply signal. */ 

void move_robotb(coord) 
/*char comm[44];*/ 
char coord[44]; 
static char *p, output[ 128]; 
p = output; 
/*strcat(coom, coord);*/ 
comm_sun_requestb(coord, output); 
/*return(p);*/ 

char * get_current_coorda() 
{ static char *p, output[ 128]; 

p = output; 
/*static struct _robot_coord positon;*/ 
comm_sun_requesta(" l.", output); 
return(p); 

/* move_robot(comm, coord) using communication primitives to send drive command to pc with the 
destination coordinates. and collect the reply signal. */ 

void move_robota(coord) 
/*char comm[44];*/ 
char coord[ 44]; 
static char *p, output[ 128]; 
p = output; 
/*strcat(coom, coord);*/ 
comm_sun_requesta( coord, output); 
/*return(p);*/ 

=========================----=---==---
/* pc_interface.p Gangmin Li, Version 2, 15/10/96 */ 

uses newexternal; 
external declare pc_interface in c; 

char * get_current_coordb() 
{} 
void move_robotb(coord) 
char coord [ 44]; 
{} 
char * get_current_coorda() 



{ } 
void move_robota(coord) 
char coord[44]; 
{} 

endexternal; 

external load pc_interface; 
'pc_interface.o' 

endexternal; 

2. Pop-11 Procedures 
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A number of procedures are listed here which are external to rules in a KS. It is used in a form 
of ARBS runalg to support the actions needed in rules. 

/***** agent_ new_procedures.p 15 Oct, 1997 Gangmin Li 

I* 
define agent_actiona(); 

vars parameters taskl parameter x y; 
performance_knowledge(task) -> parameter; ;;; change list to word 
for x in parameter do ;;; parameters in form of [[waist 500][ .. ] .. ] 

if x matches [ = ?y] then 
parameters><','>< y -> parameters; 
endif; 

endfor; 
parameters>< '.' -> parameters; ;;;generate the string',500, ... ,0.' 
'O, 1,9 ,2,0,0,0,0' >< parameters -> parameters; 
move_robota(parameters); ;;; action performance and send two reply to pannels 

enddefine; 

/*===========----------------------------------------------------
define agent_actionb(); 

vars parameters task taskl parameter x y; 
if agent_b_task matches [ == [task for action is ?taskl]==] then 

for x in parameter do ;;; parameters in form of [[waist 500][ .. ] .. ] 
if x matches [ = ?y] then 
parameters><','>< y -> parameters; 
endif; 

endfor; 
parameters><'.'-> parameters; ;;;generate the string',500, ... ,0.' 
'O, 1,9,2,0,0,0,0' >< parameters -> parameters; 
move_robotb(parameters); ;;; action performance and send two reply to pannels 

endif; 
enddefine; 

/* 
define put_current_coorda() -> list_coord; 
vars x num ind elm con coord_name; 

x = conspointer_to(26); 
get_current_coorda() -> x; 
0 -> con; 
l -> num; 
1 -> ind; 
[] -> list_coord; 

[[waist] [shoulder] [elbow] [pitch] [yaw] [roll] [gripper]]-> coord_name; 
while num < 27 do 
if x(num) < 58 and x(num) > 47 then x(num)-48 -> elm; 

con* 10 +elm-> con; 
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else if x(num) = 44 then coord_name(ind) <> [%con%] -> coord_name(ind); 
0 -> con; ind + 1 -> ind; 

elseif x(num) = 46 then coord_name(ind) <>[%con%]-> coord_name(ind); 
coord_name -> list_coord; 

else coord_name -> list_coord; 
endif; 
num + 1 -> num; 
end while; 

enddefine; 

!*=============================================================== 
define put_current_coordb() -> list_coord; 

vars x num ind elm con coord_name; 
x = conspointer_to(26); 
get_current_coordb() -> x; 
0 -> con; 
1 -> num; 
1 -> ind; 
[] -> list_coord; 

[[waist] [shoulder] [elbow] [pitch] [yaw] [roll] [gripper]]-> coord_name; 
while num < 27 do 
if x(num) < 58 and x(num) > 47 then x(num)-48 -> elm; 

con* 10 +elm-> con; 
elseif x(num) = 44 then coord_name(ind) <> [%con%] -> coord_name(ind); 

0 -> con; ind + 1 -> ind; 
elseif x(num) = 46 then coord_name(ind) <>[%con%]-> coord_name(ind); 

coord_name -> list_coord; 
else coord_name -> list_coord; 
endif; 
num + 1 -> num; 
end while; 

enddefine; 

/* 
define check_agent_personality(paralist) -> result; 
;;;paralist has two elements. One is agent name, the other is task name. 
;;;paralist = [agent task] 

vars personality; 
vars social_benefit social_cost self_benefit self_cost; 
;;;agent_personality=>; 
/* agent_personality is a black board panel . Its contends are agent's personalities. They are: 

benevolent: agent which perform all tasks it is able to. 
selfish: best personal benefits 
social: best social benefit, does not concern individual benefit 
moderate: self+ social benefit> self+ social cost 

Other agent's personality can also be examined like Lazy: whatever other agent want do he never to 
compete for performance. 
task format: [task is [move ..... ]] 
task weight's format is: [task -task weight is selfbenefit selfcost socibenfit socialcost]*/ 

paralist( 1 )=>; 
paralist(2 )=>; 

if agent_personality matches[== [agent %paralist(1)% is ?personality]==] and 
task_weight matches [==[task %paralist(2)% weight is ?social_benefit 
?social_cost ?self_benefit ?self_cost] ==] 

then 
personality=>; 
social_benefit - social_cost =>; ;;;social_cost=> 
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self_benefit - self_cost=>; ;;;self_cost=>; 
if personality= "selfish" and (self_benefit - self_cost > 0) then 
true -> result 

endif; 
enddefine; 

elseif personality= "social" and (social_benefit - social_cost > 0) then 
true -> result 

elseif personality = "moderate" and ((self_benefit + social_benefit) - (self_cost + 
social_cost) > 0) then 
true -> result 
elseif personality= "benevlent" then true-> result 
else false -> result 
endif; 

'' ,-----------------------------------------------------------
define add_benefit_to_agent_gain(paralist); 

paralist( 1 )=>; 
paralist(2)=>; ;;; social_benefit 
paralist(3)=>; ;;; social_cost 
paralist( 4 )=>; ;;; self_benefit 
paralist(5)=>; ;;; self_cost 
vars social_net self_net; 
paralist(2) - paralist(3) -> social_net; 
para!ist( 4) - paralist(5) -> self_net; 

pr('social net:'); spr(social_net); spr('self net:');spr(self_net); 

if paralist( 1) = "a" then 
agent_a_gain=>; 
agent_a_gain(l) + social_net-> agent_a_gain(l); 
agent_a_gain(2) + self_net -> agent_a_gain(2); 
agent_a_gain=>; 
elseifparalist(l) = "b" then 
agent_b_gain=>; 
agent_b_gain( I) + social_net -> agent_b_gain( 1 ); 
agent_b_gain(2) + self_net -> agent_b_gain(2); 
agent_b_gain=>; 
elseif paralist( 1) = "c" then 
agent_c_gain=>; 
agent_c_gain(l) + social_net -> agent_c_gain(l); 
agent_c_gain(2) + self_net -> agent_c_gain(2); 

agent_c_gain=>; 
else pr('mistake'); 
endif; 

enddefine; 

,,,--------------------------------------------------
define add_benefit_to_manager_gain(paralist); 

paralist(l) =>; 
paralist(2) =>; 

vars social_net self_net; 
if task_manager_gain matches [== [task %paralist(2)% manager %paralist(l)% gain ?social_net 
?self_net] ==] then 

pr('social net:'); spr(social_net); spr('self net:');spr(self_net); 
pr(newline); pr('agent gain previous and now:'); 

if paralist( l) = "a" then 
agent_a_gain=>; 



agent_a_gain(l) + social_net -> agent_a_gain( 1 ); 
agent_a_gain(2) + self_net -> agent_a_gain(2); 
agent_a_gain=>; 

elseif paralist(l) = "b" then 
agent_b_gain=>; 
agent_b_gain(l) + social_net -> agent_b_gain(l); 
agent_b_gain(2) + self_net -> agent_b_gain(2); 
agent_b_gain=>; 

elseif paralist(l) = "c" then 
agent_c_gain=>; 
agent_c_gain(l) + social_net -> agent_c_gain( 1 ); 
agent_c_gain(2) + self_net -> agent_c_gain(2); 
agent_c_gain=>; 

else pr('mistake'); 
endif; 
endif; 
enddefine; 

define reassign_task_ weight(paralist); 
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/*This procedure is used to reassign task's weight. Paralis inluds two parameters: an agent & a task. 20% 
of task's weight add into agent's gain, and 80% of weight equally distributed to subtasks of task.*/ 

paralist( 1 )=>; 
paralist(2)=>; 

vars social_benefit social_cost self_benefit self_cost; 
vars social_net self_net number; 
vars item subtask_list list; 
0 -> number; 

if task_ weight matches [ == [task %paralist(2)% weight is ?social_benefit ?social_cost ?self_benefit 
?self_cost] ==] 
then (social_benefit - social_cost) * 0.2 -> social_net; ;;; 20% belongs to manager 

(self_benefit - self_cost) * 0.2 -> self_net; 

delete ([task %paralist(2)% weight is "social_benefit "social_cost "self_benefit "self_cost], 
task_ weight) -> task_ weight; 

aadd ([task %paralist(2)% manager %paralist(1)% gain "social_net "self_net], 
task_manager_gain) -> task_manager_gain; 

if task_decompose_offer matches [==[task %paralist(2)% can be decomposed into 
?subtask_list] ==] 

then 
subtask_list=>; 
subtask_list -> list; 
until list = [] 
do number + l -> number; 
tl(list) -> list; 
enduntil; 
number=>; 
(social_benefit * 0.8) /number-> social_benefit; 
(social_cost * 0.8) I number-> social_cost; 
(self_benefit * 0.8) /number-> self_benefit; 
(self_cost * 0.8) /number-> self_cost; 

task_ wei_ght=>; 
for item in subtask_list do 
aadd ( [task "item weight is "social_benefit "social_cost "self_benefit "self_cost], task_ weight) -> 

task_weight; 
endfor; 



endif; 
task_ weight=>; 

endif; 
enddefine; 
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!*=============================================================== 
define reassign_subtask_ weight(paralist); */ 

/* The papralist have 6 parameters, task_manager, subtask, social benefit, social cost, self benefit, self 
cost. this function is used to change subtask's weight. Make it both social net benefit and individual net 
benefit becomes positive value. This comes from task manager's own gain. Therefore, it should change 
both subtask's weight and task manager's gain*/ 
paralist==>; 
vars social_benefit social_cost self_benefit self_cost; 
vars social_supplement self_supplement; 

0 ->> social_supplement -> self_supplement; 
paralist(3) -> social_benefit; 
paralist( 4) -> social_cost; 
paralist(5) -> self_benefit; 
paralist(6) -> self_cost; 

if social_benefit - social_cost < 0 then 
social_cost - social_benefit + 1 -> social_supplement; 
social_cost + 1 -> social_benefit; 

endif; 
if self_benefit - self_cost < 0 then 

self_cost - self_benefit + 1 -> self_supplement; 
self_cost + 1 -> self_benefit; 

endif; 

aadd ( [task %paralist(2)% weight is "social_benefit "social_cost "self_benefit "self_cost], task_weight) -
> task_ weight; 

if paralist(l) = "a" then 
agent_a_gain(l) - social_supplement -> agent_a_gain(l); 
agent_a_gain(2) - self_supplement -> agent_a_gain(2); 

elseif paralist(l) = "b" then 
agent_b_gain(l) - social_supplement -> agent_b_gain(l); 
agent_b_gain(2) - self_supplement -> agent_b_gain(2); 

else 
pr('task manager for task "subtask is unknown!---- mistake'); 
endif; 
enddefine; 

I* 
Test task is difficul task or not.*/ 

define check_ whether_task_is_difficul(list) -> result; 
list==>; 
list matches [[move== from= to=]]-> result; 

enddefine; 

define check_ whether_task_is_not_difficul(list) -> result; 
not( list matches [[move== from= to=]]) -> result; 

enddefine; 
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/***** agent_test5_evaluate.p 28 Aug, 1997 GangminLi 

This procedure is used for agents to evaluate different plans and give each avaliabe plan an overall 
score.The strategy is any steps of a plan if it is possible for the agent toperform it, it will add 10 points to 
that step. 

/********************************************************** 
;;; agentA evaluation plan: becuase that A can reach three 
;;; pegs p 1, p2, p3. so its evaluation is same as the rewards 
;;; it can obtain from performing that step. 
;;; they are: p 1 <-> p3 20 points; 

pl <-> p2 10 points; and 
p2 <-> p3 10 points. 

***********************************************************/ 
define agent_a_evaluate(plan) -> score; 

vars init final disk point; 
if not(plan = []) then 
if hd(plan) matches [move ?disk from ?init to ?final] then 
if init = "p l" then 

if final== "p2" then 10 -> point 
elseif final== "p3" then 20 -> point 
else O -> point endif; 

elseif init = "p2" then 
if final == "p l" then 10 -> point 
elseiffinal == "p3" then 10-> point 
else O -> point endif; 

elseifinit = "p3" then 
if final== "p l" then 20 -> point 
elseif final== "p2" then 10 -> point 
else O -> point endif; 

else O -> point; 
endif; 

point+ score-> score; 
else 
agent_a_evaluate(hd(plan)) -> score; 
endif; 
agent_a_evaluate(tl(plan)) -> score; 

else 
score -> score; 

endif; 
enddefine; 

... ********************************************************** 
"' 
;;; AgentB evaluation plan: becuase that Bis based on pl. It 
;;; can reach p2, so it favourites step is p 1 <-> p2; It may 
;;; have chance to bit a part of action from p 1 to p3. It is 
;;; definite against any step between p2 and p3, because it can 
;;; do nothing in that rang, therefore, it evaluation are: 

p 1 <-> p3 0 points; 
pl <-> p2 10 points; and 
p2 <-> p3 -10 points. 

"'*********************************************************** 
"' 
define agent_b_evaluate(plan) -> score; 

vars init final disk point; 
if not(plan = []) then 

if hd(plan) matches [move ?disk from ?init to ?final] then 
if init = "p l" then 

if final == "p2" then 10 -> point 
else O -> point endif; 
elseif init = "p2" then 

*/ 



if final== "pl" then 10 -> point 
elseiffinal == "p3" then -10 -> point 
else 0 -> point endif; 

elseif init = "p3" then 
if final == "p l" then 0 -> point 
elseif final== "p2" then -10 -> point 
else 0 -> point endif; 

else 0 -> point; 
endif; 
point + score -> score; 

else 
agent_b_evaluate(hd(plan)) -> score; 
endif; 
agent_b_evaluate(tl(plan)) -> score; 

else 
score -> score; 

endif; 
enddefine; 

Appendix D. Selected Programs 259 

... ********************************************************** 
"' ;;; AgentC evaluation plan: becuase that C is based on p3. It 
;;; can reach p2, so it favourites step is p3 <-> p2; It may 
;;; have chance to bit a part of action from p 1 to p3. It is 
;;; definite against any step between p2 and p 1, because it can 
;;; do nothing in that rang, therefore, it evaluation are: 

p 1 <-> p3 0 points; 
p3 <-> p2 10 points; and 
p2 <-> p 1 -10 points. 

'"*********************************************************** 
"' 
define agent_c_evaluate(plan) -> score; 

vars init final disk point; 
if not(plan = []) then 
if hd(plan) matches [move ?disk from ?init to ?final] then 
if init = "p 1" then 

if final == "p2" then -10 -> point 
else 0 -> point endif; 

elseif init = "p2" then 
if final == "p 1" then -10 -> point 
elseif final== "p3" then 10 -> point 
else 0 -> point endif; 

elseif init = "p3" then 
if final== "p l" then 0 -> point 
elseif final== "p2" then 10 -> point 
else 0 -> point endif; 

else 0 -> point; 
endif; 
point + score -> score; 
else 
agent_c_evaluate(hd(plan)) -> score; 

endif; 
agent_c_evaluate(tl(plan)) -> score; 
else 
score -> score; 
endif; 

enddefine; 
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/******************************************************************* 
add agents evaluation result of a plan together 
add_ values(valuel value2 value3) -> result 

************************************************************************/ 
define add_ values(paralist) -> result; 

paralist(l) + paralist(2) + paralist(3) -> result; 
enddefine; 
/*************************************************************************** 
This procedure is used to count a plan's steps result is a global variable in this procedure. It has to be 
initilised with 0. 
*************************************************************************/ 
define plan_step_counter(plan) -> result; 

if plan= [] then O +result-> result; 
elseif islist(hd(plan)) then 

plan_step_counter(hd(plan)) + plan_step_counter(tl(plan)) -> result; 
else 

l + result -> result; 
endif; 

enddefine; 
/************************************************************************** 
This procedure is used to find the first individual step in a plan. 
***************************************************************************/ 
define find_step(plan) -> result; 

if atom(plan) then false-> result; 
elseif hd(plan) = "move" then plan-> result; 
else 

find_step(hd(plan)) -> result; 
unless result then 

find_step(tl(plan)) -> result 
end unless; 

endif; 
enddefine; 
/************************************************************************** 
This procedure is used to find the individual steps in a plan. 
***************************************************************************! 
define find_steps(plan); 

if not (plan = []) then 
if hd(plan) matches [move== from ?init to ?final] then 

hd(plan); 
else 
find_steps(hd(plan)) 
endif; 
find_steps(tl(plan)) 

endif; 
enddefine; 
/*********************************************************************** 
Change a plan into a subtask_list 
******************************************************* 26 nov. 1997 ***/ 
define change_plan_to_subtasks(plan) -> subtask_list; 

plan(l) -> plan; 
[%find_steps(plan)%] -> subtask_list; 

enddefine; 
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3. Selected KSs and Rules 

Some KSs are listed here to demonstrate the format of ruls and KSs used in building a systems. 

, ',----------------------------------------------------------------------
;;; initial_tasks_ks.p An initial KS run procedure to get user's input 
, , ,================================================= 18/09/96 ============== 
consKS ( "procedural_KS", 

[ ] ' 
[[no tin [ ==] task_general]], 
[ 

], 

[runalg [task_initial[]] nil] 
[report [task entered] nil] 
[report [ -agent_personality] nil] 

[ ], 
true 

) -> knowledge_source ("initial_tasks_KS"); 

/* Knoeledge source format: 
KS_type inference_mode preconditions actions ruls firablity_flag; 
KS_type: procedural_KS, rule_based_KS, */ 

,,,-===-==--==----------=--===-=====---===-===-==============-====== 
;;; agent_direct_perform_ks.p 
, , , ============================================ 7th Oct, 1997 -------------

[ l 
[ [in [task is ?task] task_general]] 

implies 
[ [report [tasks appear on BB] nil] 
[add [task is -task] task_to_execute]] 

] -> rule ("broadcast"); 

(2 

implies 

[ [in [task is ?task] task_to_execute] and 
[ [in [able to perform task -task==] agent_a_performance_knowledge] and 

[runalg [check_agent_personality [a -task]] result]]] 

[ [add [task for action is -task] agent_a_task] 
[remove [task is -task] task_to_execute] 
[report [agent a select to perform task -task] nil] 
[report [Check point agent personality: -agent_personality] nil]] 

] -> rule ("agent_a_select_to_perform"); 

[3 

implies 

[ [ [in [task is ?task] task_to_execute] and 
[in [able to perform task-task==] agent_b_performance_knowledge]]and 
[ [runalg [check_agent_personality [ b -task]] result] ]] 

[ [add [task for action is -task] agent_b_task] 
[remove [task is -task] task_to_execute] 
[report [agent b select to perform task -task] nil] 
[report [Check point agent personality: -agent_personality] nil]] 

] -> rule ("agent_b_select_to_perform"); 

[4 
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[ [in [task is ?task] task_to_execute] and 
( [notin [able to perform task -task) agent_a_performance_knowledge] and 

[notin [able to perform task -task] agent_b_performance_knowledge]] 

implies 
[ [add [task for decompose is -task] task_to_decompose] 

[report [no body knows how to perform task -task] nil] 
[remove [task is -task] task_to_execute]] 

] -> rule ("shift_task_to_decompose"); 

consKS ( "rule_based_KS", 
"MI_forwardchain", 
[[in [New task is arrived] state_panel]], 
[[remove [New task is arrived] state_panel] ], 
[ broadcast 

agent..:_a_select_to_perform 
agent_b_select_to_perform 
shift_task_to_decompose ], 

true 
) -> knowledge_source("agents_direct_perform_KS"); 

···-----------------------------------------------------------------
;;; agents_atomic_tasks_collection_ks.p 

(10 

implies 

[ [[in [task is ?task] task_to_execute] and 
[in [task is -task] task_general]] and 

18 Nov, 1997--------------

[[in [able to perform task -task] agent_a_performance_knowledge] or 
[in [able to perform task -task] agent_b_performance_knowledge]]] 

[ [add [task is -task] task_failed] 
[remove [task is -task] task_to_execute] 
[remove [task is -task] task_general] 
[report [task -task failed to perform] nil] 
[report [Check point agent personality: -agent_personality] nil]] 

] -> rule ("task_direct_perform_failed_collection"); 

[ 11 
[ [in [task is ?task] task_failed] and 
[in [ task -task weight is ?social_benefit ?social_cost ?self_benefit ?self_cost] task_ weight]] 

implies 

[remove [task -task weight is -social_benefit -social_cost -self_benefit -self_cost] task_ weight] 
[add [task -task weight is -social_benefit -social_cost -self_benefit -self_cost] task_failed_ weight] 

l 
] -> rule ("add_direct_perform_failed_task_ weight_into_collection"); 

consKS ( "rule_based_KS", 
"MI_forwardchain", 
[[in[==] task_to_execute]], 
[], 
[ task_direct_perform_failed_collection 

add_ direc t_perform_fai led_ task_ weight_i nto _collection], 
true 
) -> knowledge_source("agents_atomic_tasks_collection_KS"); 

,,,===----=------==----==----------------===-=-------------------
; ; ; agents_election_for_combination_tasks_ks. p 
, , ,======================================= 7 th Oct, 1997 ============ 
[201 



implies 
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[[[in [task for decompose is ?task] task_to_decompose] and 
[notin [agent= provided decompose task ~task into==] task_decompose_offer]]and 
[ [in [task ~task can be decomposed into ?subtask_list] agent_a_decompose_knowledge] and 
[runalg [check_agent_personality [a ~task]] result]]] 

[ [add [task ~task can be decomposed into ~subtask_list] task_decompose_offer] 
[report [agent a provide that task ~task can be decomposed into ~subtask_list] nil] 
[report [agent a becomes task manager of task ~task] nil] 
[add [task manager for task ~task is a] tasks_manager] 
[remove [task for decompose is ~task] task_to_decompose ]] 

] -> rule ("agent_a_provide_decompose_knowledge"); 

[202 

implies 

[ [ [in [task for decompose is ?task] task_to_decompose] and 
[notin [agent= provided decompose task ~task into==] task_decompose_offer]] and 
[ [in [task ~task can be decomposed into ?subtask_list] agent_b_decompose_knowledge]and 
[runalg [check_agent_personality [b ~task]] result]]] 

[ [add [task ~task can be decomposed into ~subtask_list] task_decompose_offer] 
[report [agent b provide that task ~task can be decomposed into ~subtask_list] nil] 
[report [agent b becomes task manager of task ~task] nil] 
[add [task manager for task ~task is b] tasks_manager] 
[remove [task for decompose is ~task] task_to_decompose] 

] -> rule ("agent_b_provide_decompose_knowledge"); 

[203 

implies 

[ [in [task ?task can be decomposed into ?subtask_list] task_decompose_offer]and 
[in [task manager for task --task is ?task_manager] tasks_manager]] 

[[report [task manager re-assign task weight which is 80 persent of tall weight to 
subtasks, 20 persent belongs to itself] nil] 
[runalg [reassign_task_ weight[ ~task_manager ~task]] nil] 
[remove [task ~task weight is====] task_weight] ;;; remove the original task weight 
[report [task weight should be removed ~task_ weight] nil] 

[report [task_manager_gain ~task_manager_gain] nil] 
[remove [task ~task can be decomposed into ~subtask_list] task_decompose_offer] 
[report [Decomposing task knowledge add to knowledge base] nil] 

[note [task ~task can be decomposed into ~subtask_list] task_decompose_knowledge] 
[runalg [add_new_list_to_task_decompose_counter[ ~task ~subtask_list]] nil] 
[runalg [add_new_list_to_task_to_bid [ ~subtask_list]] nil] ;;; splid subtask_list into 
execute format 
[report [constraints among the subtasks are generated!] nil] 
[runalg [generate_subtasks_constraints [ ~subtask_list]] nil] 
[report [tasks constraints: ~task_constraints] nil] 
[report [task decompose knowledge: ~task_decompose_knowledge] nil] 

] -> rule ("task_manager_ work_after_being_elected"); 

[205 

implies 

[ [in [task ?task can be decomposed into ?subtask_list] task_decompose_knowledge] and 
[in [the precedence of task ~task is task ?task_pre] task_constraints]] 

[ [report [Adjust the precedence that this task follows!] nil] 
[remove [the precedence of task ~task is task ~task_pre] task_constraints] 

[runalg [adjusting_pre_constraints[ ~task_pre ~subtask_list]] nil] 
[report [After adjustments constraints: ~task_constraints] nil] ] 

] -> rule ("task_manager_pre_constraints_adjustment"); 

[206 



implies 
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[ [in [task ?task can be decomposed into ?subtask_list] task_decompose_knowledge]and 
[in [the-precedence of task ?task_pro is task -task] task_constraints]] 

[ [report [Adjust the precedence that following this task] nil] 
[remove [the precedence of task -task_pro is task -task] task_constraints] 
[runalg [adjusting_pro_constraints[-task_pro -subtask_list]] nil] 

[report [After adjustments constraints: -task_constraints] nil]] 
] -> rule ("task_manager_pro_constraints_adjustment"); 

consKS ( "rule_based_KS", 
"MI_forwardchain", 

[[in[==] task_to_decompose]], 
[ [add [agents decomposing are checked] state_panel] 
[remove [agents bid is processed] state_panel]], 

[agent_a_provide_decompose_knowledge 
agent_b_provide_decompose_knowledge 
task_manager_ work_after_being_elected 
task_manager_pre_constraints_adjustment 
task_manager_pro_constraints_adjustment], 

true 
) -> knowledge_source("agents_election_for_combination_tasks_KS"); 

,,,---------------------------------------------------------------------
;;; agents_biding_and_assign_ks.p 
, , ,============================================= 7th Oct, 1997 ============== 
[211 

implies 

[ [ [in [task for biding is ?task] task_to_bid] and 
[in [able to perform task -task==] agent_a_performance_knowledge]] and 

[ [runalg [check_agent_personality [a -task]] result]]] 

[ [add [agent a ask for action -task] hidings] 
[remove [task for biding is -task] task_to_bid] 
[report [agent a ask for action -task] nil]] 

] -> rule ("agent_a_biding_for_action"); 

(212 

implies 

[ [ [in [task for biding is ?task] task_to_bid] and 
[in [able to perform task -task==] agent_b_performance_knowledge]] and 
[ [runalg [check_agent_personality [b -task]] result]] 

[ [add [agent bask for action -task] hidings] 
[remove [task for biding is -task] task_to_bid] 
[report [agent bask for action -task] nil]] 

] -> rule ("agent_b_biding_for_action"); 

[213 

implies 

[[in [task for biding is ?task] task_to_bid] and 
[ [notin [able to perform task -task] agent_a_performance_knowledge]and 
[notin [able to perform task -task] agent_b_performance_knowledge]]] 

[ [add [task for decompose is -task] task_to_decompose] 
[report [no body knows how to perform task -task! futher decompose is needed!] nil] 
[remove [task for biding is -task] task_to_bid]] 

] -> rule ("agent_no_offer_biding"); 

[214 

implies 
[ [in [agent a ask for action ?biding] bidings]] 

[ [add [task for action is -biding] agent_a_task] 
[report [Task -biding is assigned to agent a] nil] 
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[remove [agent a ask for action -biding] bidings]] 
] •> rule ("task_manager_assign_task_to_a"); 

[215 

implies 
[ [in [agent bask for action ?biding] hidings]] 

[ [add [task for action is -biding] agent_b_task] 
[report [Task -biding is assigned to agent b] nil] 
[remove [agent bask for action ~biding] bidings]] 

] •> rule ("task_manager_assign_task_to_b"); 

consKS ( "rule_based_KS", 
"MI_forwardchain", 
[[in[==] task_to_bid]], 
[ [note [agents bid is processed] state_panel] 

[remove [agents decomposing are checked] state_panel]], 
[agent_a_biding_for_action 

agent_b_biding_for_action 
agent_no_offer_biding 
task_manager_assign_task_to_a 
task_manager_assign_task_to_b], 

true 
) -> knowledge_source("agents_biding_and_assign_KS"); 

.. ·-------------------------------------------------------------- ------
;;; agents_action_for_subtasks_ks.p 

27th Oct, 1997 

[216 
[[[in [task for action is ?task] agent_a_task] and 
[notin [the precedence of task -task is task=] task_constraintsl] and 

[in [task -task weight is ?social_benefit ?social_cost ?self_benefit ?self_cost] task_ weight]] 
implies 

[[report [Performing task -task by agent a] nil] 
[runalg [agent_action[a -task]] nil];;; also add the result to agent position 
[add [task performed is -task] agent_a_state] 
[runalg [add_benefit_to_agent_gain [a -social_benefit -social_cost ~self_benefit ~self_cost]] 
nil] 
[report [agent a current gian is -agent_a_gain] nil] 

[remove [task for action is ~task] agent_a_task] 
[remove [task -task weight is====] task_weight]] 

] ·> rule ("agent_a_action"); 

[217 

implies 

[[in [task performed is ?task] agent_a_state] and 
[ [in [the precedence of task= is task -task] task_constraints] or 

[notin [==] task_constraintsl]] 

[[report [Remove the constraints which takes this task as precedence!] nil] 
[add [task constraint is removed] agent_a_state] 
[remove [task performed is ~task] agent_a_state] 
[remove [the precedence of task= is task ~task] task_constraints]] 

] -> rule ("agent_a_change_task_constraints"); 

[218 

implies 

[ [in [task performed is ?task] agent_a_state] and 
[in [task is -task] task_general]] 

[[report [task just performed is an atomic task! •· remove from general] nil] 
[remove [task performed is ~task] agent_a_state] 
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[remove [task is -task] task_general]] 
] -> rule (" agent_a_delete_task_general "); 

[219 

implies 

[ [in [task constraint is removed] agent_a_state] and 
[in [task= subtask -task] task_decompose_counter]] 

[ [remove [task constraint is removed] agent_a_state] 
[remove [task= subtask -task] task_decompose_counter] 
[report [task just perfromed is a subtask! -- remove from counter] nil]] 

] -> rule ("agent_a_delete_task_decompose_counter"); 

[220 
[[ [in [task for action is ?task] agent_b_task] and 
[notin [the precedence of task -task is task=] task_constraints]] and 

[in [task -task weight is ?social_benefit ?social_cost ?self_benefit ?self_cost] task_ weight]] 
implies 

[[report [performing task -task by agent b] nil] 
[runalg [agent_action[b -task]] nil] 
[add [task performed is -task] agem_b_state] 

[runalg [add_benefit_to_agent_gain [b -social_benefit -social_cost -self_benefit -self_cost]] nil] 
[report [agent b current gian is -agcnt_b_gain] nil] 
[remove [task for action is -task] agent_b_task] 
[remove [task -task weight is====] task_weight]] 

] -> rule ("agent_b_action"); 

[221 

implies 

[ [in [task performed is ?task] agent_b_state] and 
[ [in [the precedence of task= is task -task] task_constraints] or 

[notin [==] task_constraints]]] 

[ [report [Remove the constraints which takes this task as precedence!] nil] 
[add [task constraint is removed] agent_b_state] 
[remove [task performed is -task] agent_b_state] 
[remove [the precedence of task= is task -task] task_constraints]] 

] -> rule ("agent_b_change_task_constraints"); 

[222 

implies 

[ [in [task performed is ?task] agent_b_state] and 
[in [task is -task] task_general]] 

[ [report [task just performed is an atomic task! -- remove from general] nil] 
[remove [task performed is -task] agent_b_state] 
[remove [task is -task] task_general]] 

] -> rule ("agent_b_delete_task_general"); 

[223 

implies 

[ [in [task constraint is removed] agent_b_state] and 
[in [task= subtask -task] task_decompose_counter]] 

[ [remove [task constraint is removed] agent_b_state] 
[remove [task= subtask -task] task_decompose_counter] 

[report [task just perfromed is a subtask! -- remove from counter] nil]] 
] -> rule ("agent_b_delete_task_decompose_counter"); 

[224 
[ [ [in [task ?task can be decomposed into ?subtask_list] task_decompose_knowledge] and 
[in [task manager for task -task is ?task_manager] tasks_manager]] and 



implies 
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[ [notin [task ~task subtask==] task_decompose_counter] and 
[notin [task is ~task] task_general]]l 

[ [remove [task= subtask ~task] task_decompose_counter] 
[note [task ~task can be decomposed into ~subtask_list] agent_a_decompose_knowledge] 

[note [task ~task can be decomposed into ~subtask_list] agent_b_decompose_knowledge] 
[remove [task ~task can be decomposed into==] task_decompose_knowledge] 
[report [all subtasks of a subtask ~task have been performed successfully!! Participants learnt this 
knowledge!] nil] 
[runalg [add_benefit_to_manager_gain [ ~task_manager ~task]] nil] 

[report [The benefit for management are added into task manager account!] nil] 
[remove [task ~task manager ~task_manager gain==] task_manager_gain] 
[remove [task manager for task ~task is=] tasks_manager]] 

] -> rule ("agent_remove_subtask_and_learn"); 

[225 

implies 

[ [ [in [task ?task can be decomposed into ?subtask_list] task_decompose_knowledge] and 
[in [task manager for task ~task is ?task_manager] tasks_manager]l and 
[ [notin [task ~task subtask==] task_decompose_counter] and 
[in [task is ~task] task_general]ll 

[[remove [task is ~task] task_general] 
[note [task ~task can be decomposed into ~subtask_list] agent_a_decompose_knowledge] 
[note [task ~task can be decomposed into ~subtask_list] agent_b_decompose_knowledge] 
[remove [task ~task can be decomposed into==] task_decompose_knowledge] 
[report [all subtasks of task ~task have been successfully performed!! All participants learnt this 
knowledge!] nil] 
[report [The benefit belongs to task manager is added to its account!] nil] 
[runalg [add_benefit_to_manager_gain [ ~task_manager ~task]] nil] 
[remove [task ~task manager ~task_manager gain==] task_manager_gain] 
[remove [task manager for task ~task is=] tasks_manager]] 

] -> rule ("agent_remove_generaltask_and_learn"); 

consKS ( "rule_based_KS", 
"SI_forwardchain", 
[[notin [ ==] task_to_bid] and 

[ [in [==] agent_a_task] or 
[in[==] agent_b_task]ll, 

[], 
[ agent_a_action 

agent_a_change_task_constraints 
agent_a_delete_task_general 
agent_a_delete_task_decompose_counter 
agent_b_action 
agent_b_change_task_constraints 
agent_b_delete_task_general 
agent_b_delete_task_decompose_counter 
agent_remove_subtask_and_learn 
agent_remove_generaltask_and_learn], 

true 
) -> knowledge_source("agents_action_for_subtasks_KS"); 

'' ,------------------------------------------------------------
;;; agents_shift_from_failed_to_other_ks.p 

,,,------------------------------------------------------------
[69 

implies 
[ [in [task for decompose is ?subtask] task_failed]] 

[[report [ ~subtask is posed for re-decompose] nil] 



[add [task for decompose is ~subtask] task_to_decompose] 
[remove [task for decompose is ~subtask] task_failed]] 

] -> rule ("shift_from_task_failed_to_task_to_decompose"); 

[96 
[[in [task for bid is ?subtask] task_failed]] 

implies 
[ [report [ ~subtask is posed for re-bid] nil] 

[add [task for biding is ~subtask] task_to_bid] 
[remove [task for bid is ~subtask] task_failed]] 

] -> rule ("shift_from_task_failed_to_task_to_bid"); 

consKS ( "rule_based_KS", 
"MI_forwardchain", 
[ [in [ task for decompose is =] task_failed] or 

[in [task for bid is=] task_failed]], 
[], 

[shift_from_task_failed_to_task_to_decompose 
shift_from_task_failed_to_task_to_bid], 

true 
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) -> knowledge_source(" agents_shift_from_failed_to_other_KS "); 



Appendix 

E. Glossary 
A number of terms which carry everyday definitions e.g., motive, intention, taste, etc. 
and therefore may be ambiguous are defined here with respect to their use in this thesis. 

Agent 

Actor 

Agent's attitude 

An autonomous and intelligent entity performing tasks on behalf 
of a human user. Its autonomy enables it to decide, choose and 
act on its own knowledge. Its intelligence prevents it from doing 
anything against the criteria that have been specified by the 
human. 

An actor is the executor of an agent. It performs an agent's 
physical behaviour. In this thesis an actor represents a robot when 
a robot is involved in a multi-agent system. 

A notion used in thesis to characterise what the world would be 
like if the mental states of an agent are true. 

Behaviour A notion used to describe an agent's reaction to events in both 
the internal and external world. Two kinds of behaviours are 
identified in this thesis. They are mental behaviour and physical 
behaviour. Mental behaviour is a reaction of an agent that does 
not cause an action of its actor, such as a change of mental state 
from one to another; physical behaviour is a reaction that results 
in actions of the agent's actor, such as moving the forearm of a 
robot after the agent senses an external event has just happened. 

Benevolent In this thesis a benevolent agent is an agent who performs all the 
tasks it has the required knowledge and ability to perform. 
Benevolence in this sense is the assumption that agents will 
perform any tasks they are asked. 

Benevolent stance Benevolent stance is a conventional approach to co-operative 
problem solving which holds an assumption that agents are 
benevolent. 

Belief Belief as defined in the decision theory of the thesis describes a 
mental state of agents that is a particular order of future 
alternative events. In the formalisation an agent has (and holds) a 
belief about a proposition p as denoted by (Bel i p) to describe 
that the agent has a good knowledge about p. This knowledge 
comes from the agent's own performance experience. 

269 
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Commitment in thesis is rules, which determine the degree to 
which an agent persists to achieve an intention. It includes 
commitment both for the agent itself and for the organisation that 
the agent is involved and in which others agents are joint together 
to achieve a collective intention. In the former the intention is a 
self goal and in the later the intention is the organisation's goal. 

Convention Convention in this thesis is embodied in rules, which determine an 
agent's behaviour when reconsidering an intention. Particularly, it 
specifies the enumerated conditions under which an agent's 
commitment to an object can be dropped. 

Goal Goal is a particular objective an agent holds in order to fulfil its 
motive. In this thesis an agent having a goal with regards to its 
motive is a mental state where the agent is about to perform a 
particular task which will bring the agent a step closer to fulfilling 
its motive. In this thesis an agent cannot have a goal that it has·no 
knowledge about and cannot contribute anything toward the 
achievement of the goal. 

Intention Intention is a mental state of an individual agent whereby to fulfil 
its motive the agent has a persistent goal (see below). In thesis 
when an agent has an intention it is more than just having a 
persistent goal but it also has to commit itself to making a 
sequence of events happen, which will bring about the goal. 

Intentional stance This is an approach to building systems whose behaviour can be 
predicated or explained by attributing to them attitudes (cognitive 
concepts) such as beliefs, desire, and intention. 

Intentionality Intentionality is an emerging influential theoretical concept in 
multi-agent research, which is also called intentional theory. It is 
concerned with studying the degree of attributes to the attitude of 
intention (see above intentional stance). 

Mental state The internal state of an agent. Typically the collection of beliefs, 
intentions, goals, etc., that characterise the agent at any one instant. 

Mental behaviour This describes the mental state changes of an agent. Typically an 
agent updates its mental state after an external event has happened. 

Modal logic The logic of necessity and possibility. The techniques of modal 
logic and other logics, such as temporal and dynamic logic have 
been used in thesis to formalise notions such as belief, goal, 
attempt, and so on. 

Motive Motive is an initial objective an agent has when it comes into 
existence. It is used in this thesis to capture the basic attitude the 
agent holds initially. 
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Persistent goal Persistent goal is a mental state of agents · between goal and 
intention. It is more than that an agent has a goal in the sense that 
the agent commits itself to achieve the goal to meet its motive. 

Prefer Prefer represents a mental state of agents where an agent has a 
preference between alternative actions. If an agent prefers a to 
achieve its intention (see intention) on a goal then this means the 
agent has settled the matter on the ways of achieving the goal. 

Preference Preference is used to express an agent's attitudes about choosing 
among available alternative actions to enable an event to happen. 

Self benefit Self benefit is a measure of benefit to the individual agent. It is one 
of four quantitative parameters used in this thesis to evaluate tasks 
performed by the multi-agent system in terms of agents and system 
performance. The other three parameters are self cost, soGial 
benefit and social cost. 

Selfish Selfish is one kind of agent personality, which is opposite to 
selfless. In this thesis an agent with this personality will only 
choose and perform tasks that bring it a positive net self benefit 
(see self benefit, selfless, socially responsible and benevolent). 

Selfless Selfless is one kind of agent personality, which is opposite to 
selfish. In this thesis an agent with this personality will only 
choose and perform tasks that bring a positive net benefit to the 
society it belongs to (see selfish, socially responsible and 
benevolent). 

Social behaviour This represents an agent's performance in a social context. 

Social benefit Social benefit is a measure of benefit to the society as a whole, 
which is opposite to the measure of self benefit. 

Social laws Social laws are the "code of conduct" in a social context. They 
constrain an agent's behaviour in a society where the social laws 
are applied. They consist of joint commitment and social. 
convention. 

Socially 
responsible 

Taste 

Socially responsible is one kind of agent personality. In this thesis 
an agent with this personality will choose and perform tasks if 
their benefits for society and for agents together are greater than 
the total cost to society and to agents. 

Taste is an agent's attitude, which is concerned about choosing 
between alternative actions under uncertainty. Therefore, under 
certainty an agent's preference is the same as its taste. 
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