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A B S T R A C T

Context: Security, in digitally connected organizational environments of today, involves many different per-
spectives, including social, physical, and technical factors. In order to understand the interactions among these
correlated aspects and elicit potential threats geared towards a given organization, different security require-
ments analysis approaches are proposed in the literature. However, the body of knowledge is yet to unleash its
full potential due to the complex nature of security problems, and inadequate ways to improve security
awareness of key players in the organization. Objective: Objective(s) of the research study is to improve the
security awareness of players utilizing serious games via: (i) Know-how of security concepts and security pro-
tection; (ii) guided process of identifying valuable assets and vulnerabilities in a given organizational setting;
(iii) guided process of defining successful security attacks to the organization. Method: Important methods used
to address the above objectives include: (i) a comprehensive review of the literature to better understand se-
curity and game design elements; (ii) designing a serious game using cyber security knowledge and game-based
techniques combined with security requirements engineering concepts; (iii) using empirical evaluation (ob-
servation and survey) to verify the effectiveness of the proposed game design. Result: The solution proposed is a
serious game for security requirements education, which: (i) can be an effective and fun way of learning security
related concepts; (ii) mimics a real life problem setting in a presentable and understandable way; (iii) motivates
players to learn more about security related concepts in future. Conclusion: From this study, we conclude that
the proposed Security Requirement Education Game (SREG) has positive results and is helpful for players of the
game to get an understanding of security attacks and vulnerabilities.

1. Introduction

Modern organizations are relying more on online information ser-
vices, both as service providers and as service consumers. Given highly
secured technical infrastructure, valuable information assets can still be
at risk if humans in the loop have insufficient security knowledge and
proper training. According to a 2016 survey report1 by a consulting
firm dedicated to security related market research, there is a 63% in-
crease in cyber attacks targeting hospitals in the past year. Further-
more, 88% of the malware is targeting the healthcare industry. A recent
ransomeware attack at National Health Service Trust in England has
caused severe consequences to thousands of victims and has made
privacy and security a key concern in organizations with sensitive data
[1,2], e.g. hospitals, e-commerce service providers, government

agencies, etc. While the concerns of an organization and data owner
entail security and privacy, the responsibility of protecting it has to be
shared by all people with access to the valuable assets in the organi-
zation. Thus, key questions to be answered by everyone within the
organization include: Who has access to the data? How the data is being
used? What data is allowed to be shared with whom? What is the level
of the data sensitivity or security protection? [3,4].

Understanding the security requirements of an organization is an
important prequisite for successful system development. Many re-
searchers bear the dream of making security requirements activities
more engaging, enjoyable, and rewarding to improve security require-
ments training/awareness and increase its impact in reality [5–7].
Stakeholders play an important role in requirements elicitation process;
their presence and contribution improve the quality of requirements
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and ultimately, have a positive impact on the system to be developed.
Unfortunately, in reality, the participation of stakeholders is, in most of
the cases, insufficient and ineffective. Researchers are trying to apply
the concept of game design to enhance the stakeholder engagement and
hence, the quality of requirements gathered [8]. Recently researchers
have taken inspirations from the processes and representations in mo-
vies, games, stories, improvisation theaters, industrial designs, and
media production to develop innovative uses of games in requirements
engineering practice and training [5,9,10].

Requirements, which are “soft” and “representational” in nature,
require new and innovative tools that add value to a given organization.
A possible approach is to encourage a more playful and enjoyable
creative process for both requirements engineering trainings and
practices, thus increasing the intrinsic motivation for being more ef-
fective. The current challenge is to train and educate the stakeholders
regarding security requirements and possible security attacks without
harming the organizational, physical, and IT assets. In this scenario,
developing a game for training is one of the possible solutions. Our
motivation is along the same line of the “Ctrl-Alt-Hack” game [9], and
the social engineering card game [5] for Security Awareness. Further-
more, people can learn and develop new skills by practicing various
tasks of a game [11]. The most important part of game-based learning is
that players need not be fearful of results, in case of failures. In real life
scenarios, higher management discourage failures because failures
tentamounts to loss for the enterprise. However, in the game based
learning, players can learn both from failures and mechanisms designed
in the game [12].

Research studies from different fields explored the effect of game
design while training the employees. Recently, Landers and Callan [13].
carried out an experiment on military personnel to train them regarding
various guns, devices, etc. One way was to just educate the personnel
on presentations or to just make a visit to the weapon room. The re-
searcher designed an experiment using game elements and observed
that the training session became more engaging. They concluded that
game based design has positive learning experience which further
shows a positive relation between game-based design and training of
employees. Furthermore, Helser [14] performed a study aimed at
training the students regarding identity theft. They used two ap-
proaches for education i.e. text-based model approach and game-based
approach.

While there are both success and failure stories of game-based de-
sign in the literature this paper introduces an approach towards
teaching, training, and practising security related awareness using ga-
meplay. This paper makes the following contributions:

1. We present the design and implementation of an educational game
that embeds: security concepts to evaluate the impact of game-based
training on player’s cyber security awareness.

2. We evaluate the effectiveness of the game through an empirical
evaluation using quantitative and qualitative analysis. Based on the
outcome of the evaluation we suggest various observations and
possible future work.

The rest of the paper is organized as follows. Section 2 discusses
about the literature review, Sections 3 and 4 outlines security re-
quirements educational game elements and game process respectively.
Section 5 describes security requirements engineering design rationale
by elaborating concepts from literature in SREG. Afterwards, Section 6
presents the empirical evaluation and the analysis of the results. It then,
finally, concludes the paper with possible future directions.

2. Related work

Game based design, despite its widespread use, is still in its initial
phases of development [15]. The advantage of game based design has
so far been explored in the field of health, information science,

education, and human computer interaction. Many researchers have
tested this concept in training and by experiments performed on the
students, resulting in an increase in engagement and learning [16,17].

Nowadays, researchers all over the world are studying the impact of
games in training and education [18,19]. Hamari et al. [20] performed
an experiment to investigate the impact of flow, engagement and
learning in the game-based environment. The data collected by per-
forming a survey on 173 players showed that there is a positive influ-
ence of game-based learning on the players [20]. An experiment, which
used Badges, a game element, was performed on 8th-year chemistry
students, to check the learning and performance of the students. This
experiment was performed on 61 students, and the result showed that
the students who received multiple badges showed better average
learning performance in the experiment [21]. It was found that people
like social influence, positive recognition, and good will [22], these
makes important game elements to motivate people in adopting posi-
tive habits and learning activities.

Research studies suggest that game based design can change the
training environment by changing the emotional experience of players:
their sense of identity and their social position. Game based project
gives the opportunity to experiment with the rules, feelings and social
roles in a playful manner [8,23]. Game based learning is not only about
learning but also about accelerating the learning experience and en-
gagement of the students as well as the stakeholders by motivating
them through the game elements [24]. The effect of game based
learning is evaluated in training activities [25] on both players attitudes
and performances. The study concluded that game elements plays an
active role and further suggests that there is a particular need to in-
tegrate game elements with existing tools of the organization [26].
Educational games and gamification can draw increasing attention
[27], as an experiment on 379 students has shown that social gamifi-
cation plays a vital role in learning activities. The impact of game
elements is also explored on higher education. The results indicate that
by gamifying the e-learning softwares, high satisfaction, motivation,
and engagement can be achieved [28]. The incentive mechanism has
become an important topic of empirical research. An online test, which
the participants were asked to complete via points, leader-boards, and
levels, has shown that the game elements positively enhanced the in-
ternal motivation of the participants [29]. Game based learning strives
to boost the internal motivation of the players, as a survey has identi-
fied a strong relationship between the attitude of the players and their
likeability of future use [30].

As discussed in [5], even the most important technical security
system is vulnerable to attacks by social engineers. Traditional security
requirements elicitation approaches often focus on vulnerabilities in
network software systems. The prevailing social-technical integrated
attacks motivates us to design a game against the arising problem of
security which educates people regarding the security of an organiza-
tion as a whole (integrating the technical and social-technical aspects).

3. SREG : Security Requirements Educational Game

SREG is a multiplayer card game. The purpose of having multiple
players is to facilitate a collaborative environment during security re-
quirements education where stakeholders team up to fight competing
teams. It focuses more on co-operation within the team while com-
peting with other teams. The Security Requirements Education Game is
designed in two languages so more players can access this game with
ease and further learn the security related scenarios and concepts.
Chinese and English languages are selected as the first released version
of the game. From our experience, learning rules and processes of the
game take significant time at the beginning. That is why, the first game
may take up to 50 min or so. However, this time reduces after players
play the game more frequently. Fig. 1 shows the detailed research
protocol of our work. While in the above two sections, we introduced
the research background and related work in security requirements,
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game-based design & learning, and security related games. Further-
more, Section 3 introduces the game elements, the organizational
context and settings to be captured by the game, as well as the ex-
tensible known attacks, Section 4 enlightens the game process,
Section 5 describes the design rationales of the game by aligning game
concepts with the ontology, attack framework and team building ac-
tivities, Section 6 explains the empirical evaluation and results of the
study, Section 7 explains the comparison with other games and analysis
to threats, and finally Section 8 concludes the paper.

3.1. Elements of SREG

In this section, we explain game elements used in SREG. Game
elements improve fun, interaction and engagement of the player. We
are using several game elements in SREG as follows:

3.1.1. Aggregated attack calculation
Every player is required to calculate for the attack selected by the

player. The process of calculation is simple; players are given options;
including but not limited to Attack complexity. They, then, have to
select from one of the options (high, medium, low) depending upon
their subjective opinion of knowledge. The greater the number of points
are, the more difficult and unfeasible to launch the attack. The moti-
vation of doing this is to give players an idea of aggregate attack and a

possible way of quantification. Besides this, aggregate attack can be
used in future selection of highly important targets. The aggregate
value for a suggested attack can have a maximum value of 20 points
and minimum value of 5.

Since the player can be a beginner or a novice in security related
domains, having too many explanations and options may confuse him
or her. To first check the response from the empirical evaluation, we use
this simple checklist shown in Fig. 2(a). By including this calculation,
the player becomes cognizant of the basic idea of calculation by using a
checklist method. Moreover, they can see the important aspect that
contribute towards the calculation. In the game, just to give a basic idea
of point system, we have given points that depend upon the basic
thinking and understanding.

The players of the game can be from a different background (with or
without good knowledge of security concepts). To make the player fully
engaged in the game and to make him/her not feel stuck at any point,
we also give the option of “It Depends”. This option can be used by the
player when he/she is not sure about the correct option or even when
he or she doesn’t know much of the attribute. If the player selects this
option, it will be discussed in the last session of discussion and will be a
way of learning for the player.

We have adapted the concept of weighing from the study [31] in
which Software Security Evaluation was calculated by using AVT
model. Fig. 2(a) shows the card. Further explanation of the aggregated

Fig. 1. Research protocol
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attack card can be seen below:

• Attack vector / attack exploitability: Attack of different types is
given different weights, depending on the inherent difficulty. For
example, network attacks are easier to exploit than internal SE at-
tacks. This basically means that an attacker has to be an employee of
the victim company to execute the attack.

• Attack complexity is evaluated by individual player based on its
difficulty and complexity. Attack complexity refers to the com-
plexity for the attacker to perform the attack.

• Privilege requirements is further evaluated according to level of
permission required against the systems under attack.

• Importance of assets is evaluated depending upon the importance
of the asset. Higher importance asset will be marked as maximum
points.

• User interaction is evaluated depending upon the level of user in-
teraction needed for the attack.

3.1.2. Puzzle cards
To mimic the real life security system in our SREG, we are using the

puzzle deck. Players have to correctly complete the word given on the
puzzle card to get access to a particular floor or room etc. The moti-
vation of making use of puzzle word is to make use of most common
security-related terms and concepts in the puzzle. Not only this, the
team members, when working together to solve this puzzle, benefit
from collaborative learning and reasonable discussions on other related
terms and concepts of security. Fig. 3(a) shows possible option for
puzzle card.

3.1.3. Attack types / attack cards
The attack cards are designed in a self-explained way. The card not

only explains the attack name but also explains how this attack is
carried out with an explanation of few lines. We believe that by reading

a detail of the attack, the player gets an elaborative lucid picture of the
dynamics of the attack which in turn leads to a deeper understanding of
how an attack is made in a real scenario. From the attack cards, our
motivation is to make players learn about various types of attack and
possible explanation of that attack. This also enhances the odds of the
player protecting him/her self in some situations. Fig. 2(b) shows
possible option for attack type cards.

3.1.4. Vulnerabilities/weakness of assets
For every asset, either physical, human, or informational, there is

some vulnerability attached to it. The motivation is to give a clear idea
to the players that every asset has some vulnerability/weakness. By
playing the game, the players will get a deeper understanding about
how the attacker can take advantage of vulnerable situations. Fig. 4
shows example cards of human weakness and technical vulnerability.

3.1.5. Insider/outsider attacker(s)
Whenever we conceptualize an attack on an organization, we

usually imagine someone attacking the network from outside and
stealing the information. To give another aspect to the game and to the
players, we have suggested two positions of the players: insider position
and outsider position. The attacker can be an insider (i.e. works for the
organization) or an outsider (i.e. doesn’t belong to the organization).
The team players may have any combination of attacker position. If an
attacker is an outsider, the player needs to start from outside the or-
ganization to solve a puzzle. The reverse is true for the insides position.
Fig. 5 shows possible cards for attacker.

3.1.6. Virtual identity in game
Introducing a virtual identity in the game (for the players) has a

positive learning experience for the players [32,33]. In SREG every
player in the game is given a virtual identity with special power settings
to play in the game. From this perspective, players can play, enjoy, and

Fig. 2. Game elements : aggregated attack card and attack
type.
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learn the various aspects of the game. Fig. 3(b) shows a card with
sample identities / roles.

3.2. Capturing the organizational setting with a configurable game map

Organizational assets are humans playing different roles in the or-
ganization, while physical and IT assets include physical properties,
hardware, software systems, as well as information assets. To secure
organizations from attacker(s) (insider or outsider), we need to identify
different kinds of valuable assets to be protected. In reality, if we have
to secure an information system we have to secure both the human
assets and the IT assets from various vulnerabilities and weaknesses;
For examples we need to know, the potential motives and alternatives
one might have while attacking valuable assets of the organization.
Information systems can be accessed by IT products and finally used by
human assets. The relationship between IT products and information
systems is shown in the Fig. 6. We have tried to map the real world
organizational setting in a game map. The map in Fig. 6 shows the floor
plan of a hospital. It includes doctors offices, clinic rooms, operation
rooms, laboratories, radiology rooms, and server rooms.

In our design, every room contains certain types of assets(Human &
IT). For Example, reception room, includes four Human and three IT
assets. The detail of the assets can be seen in the map shown in Fig. 6.
An enlarged figure can be seen by clicking on link2.

The map is supposed to approximate an organization under con-
sideration. The floor plan can be obtained from various sources, which
provides us with the idea that we can just take the floor plan of any
company and try to map valuable assets on top of it. The position of the
assets is not static. The assets cards can be moved to any room. They
can even be removed. We can place the cards on any plane and make
our hypothetical floor plan. The motivation for this is to give change-
ability to the game. Players can have their new map on the plane to

play. This context map can be easily extended to include virtual prop-
erties, such as the technical architecture of an organization’s informa-
tion systems setting. In this particular example, the map shows a co-
loured circle on every door of the floor plan, which represents the
security system of the room or floor entrance. To cross that passage or
to enter into the room, players have to solve one puzzle. By this, we
have implemented the security of the rooms or floor. If players suc-
cessfully solve the puzzle, they can proceed further. The motivation for
this step is to give players some real life hurdles, which typically at-
tackers have to face. By understanding the importance of this security
checkpoints the players can realize the importance of the security sys-
tems installed at various places. We achieved three goals from de-
signing these puzzle card: (i) learning by guessing the security terms on
puzzle card; (ii) mimicking the real life scenario of the security system
and (iii) introducing fun and collaborative part in the game design. (The
team members collaborate to solve the puzzle card)

Let us assume Team-x consists of four players. Every player of the
team is given three pieces to move in the beginning: a character card,

Fig. 3. Game elements : puzzle and attacker
role card.

Fig. 4. Game elements : weakness and vulner-
ability card.

Fig. 5. Game element: attacker position.2 https://www.dropbox.com/s/e8mjihwwcwgwjat/map.jpg?dl=0.
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an attack card and a goal sheet. Every player will follow the process of
the game from selection of asset to attack, puzzle solving, etc (explained
in Section 4). The collaborative tasks for the team members include:
getting help in suggesting the type of attack, writing scenario(s), se-
lecting attack points and, in the end, reviewing other teams goal sheet.
In the game context, a player refers to any player playing the game and
players refer to the team.

In our game, vulnerability for assets are dynamic. The motivation to
do this was to make the weakness and vulnerabilities for assets dy-
namic. In future, if the players want to change the weakness of human
assets, it can be switched easily between human assets or IT assets.
Moreover, for IT assets, more than one vulnerability can be associated,
and the player can pick one randomly to play. This gives the game a
dynamic aspect. The detail of the hospital map can be seen in the Fig. 6.

3.2.1. Example story line of the game
In the example, we assume that the players belong to the team of a

Health IT Security Agency. The Agency has received Intelligence news
from various sources that one particular hospital is the potential target
of attack. The players are instructed to go and evaluate that particular
hospital’s organizational and informational setting, obtain vulner-
ability/weakness and, finally, compromise it by suggesting the concrete
attack scenarios. The players are working as a team with a common
goal to achieve. However, there is competition with other teams.
Successful attack scenarios by analyzing vulnerability and situation for
assets are the winning criteria.

3.2.2. Example floor plan
The motivation of using floor plan is that by seeing the floor plan of

the organization, one can get an idea of the organizational rooms, IT
rooms, stairs etc. To mimic a hospital, we believe that using floor plan
gives a clear view of the map to the players. Besides this, in our game,
we put different types of assets in one room representing real life si-
tuation, where in one room doctor is a human asset, mobile phone is a
physical asset, laptop and wireless router is a network asset. The detail
of the game map can be seen in Fig. 6.

3.2.3. Assets cards (software, hardware, facility, and people)
Using various asset cards ranging from human, software, hardware in

the game gives further knowledge to the players regarding how valuable
these assets are to the organization. After playing the game a player can
eventually identify other organizational assets and have a clear under-
standing of assets and its importance. Fig. 7 shows sample assets cards.

3.2.4. Leader/captain in game
In SREG we have used a leadership card for the team leader (cap-

tain) reflecting the vertical leadership, which means that one player
will be the leader of the team [34]. When the game starts, team players
will decide and select the leader by mutual understanding and discus-
sion. After that, the team players under the leadership of their captain
will work together in achieving the common goal.

Games are enjoyable and fun due to the presence and contributions
of certain game elements [15]. In Table 1, we have not only listed the
game elements but also provided the logic whereby we have im-
plemented and adopted the game elements in our design.

Fig. 6. A map capturing the organizational context of a hospital.
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Fig. 7. Game element: assets card of SREG.

Table 1
Game elements used in Security Requirements Educational Game (SREG).

Game elements Explanation Usage in SREG References

Badge Players get a badge randomly at the Attacker type (Network, Physical Etc.) [15,35,36]
beginning of the game. Attacker Position (Inside or Outside)

Time constraint Each step of the Game has time limit. 1. Reaching the target asset within 20 min. [15]
2. Suggesting an attack within 15 min
3. Writing hypothetical scenario and
filling goal sheet in 15 min

Limited Resources Player has limited Limited life, coin Limited numbers of attacks to select [15]
points, weapon, and ability in games. depending on vulnerabilities of assets.

Turns Multi-player take turn Team members take turns to present [15]
their attack

Clear Goal The Goal for each player is clear Clear Goal for player. The player has to go [15,37]
and compromise the target organization’s
valuable asset.

Variety of Styles The structure of the organization, the Attacker type, Attacks pool, the map [15,37]
difficulty level is changeable. of the game, the combination of attacks

vulnerability, assets and allowed all
correspond to variety of styles.

Challenge Obstacle in game Course Challenge is to Solve the puzzles in the game [38,39]
to gain access to assets. Second challenge
is to accurately filling the goal sheet.

Fellowship Social Framework Team members work together to achieve the [36,39]
common goal of compromising the
particular assets; to identify the issues
in opponents goal sheet in the
review session

Fantasy and Narrative Game as Drama The storyline and hypothetical environment [36–39]
created for players.

Discovery Uncharted Territory Based on the floor map of the hospital, [39]
the players have to discover the target,
path and cooperate with other team-
members to achieve the goal and
win the game.
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4. SREG process

Players take the role of attackers. All the players (of a team) have to
play via pieces, and they get to their turn in a clockwise fashion. The
first player first takes turn and then the second player of the same team
takes the next and so on. All the players have to select one target from
the organization’s assets. Attacker makes a choice by selecting the
particular asset of the organization since every asset has a vulnerability
associated with it. As this is a collaborative team task, all the team
players, besides selecting and targeting different assets, can collaborate
and discuss the selection of attack and the hypothetical scenario
writing.

Once a player identifies the target asset, the victim, and his/her
vulnerability, then the player has to calculate the aggregate value for
the proposed attack. After writing the type of Attack, player has to rank
the attack attributes on the basis of points such as attack complexity
(high, medium, low, depends), privilege requirements (high, medium,
low, depends), importance of Asset (high, medium, low, depends), and
user interaction (Direct Interaction, indirect interaction, no interaction,
it depends). These points are calculated depending on the knowledge
and experience of the player. This step in game mimics the attack
element in the Security Requirements Ontology as shown in Fig. 10. In
the next step, players write the scenario: how they will use the attack
type and their execution of the attack type, the vulnerability and asset
(s) attacked to achieve the target. Finally, there is a review process
where all the team members discuss the goal sheets of the opponent
teams and suggest if they find any issue or want to make any changes.
After completion of this step, discussion among the team(s) take place
regarding the improvement in the goal sheet, security of the assets, type
of attacks selected, and the scenarios. The above steps of the game map
onto Security Requirements Analysis process. Moreover, the scenarios
developed by players can vary with every player of the game as it de-
pends on the selection of asset to be attacked by each player. Also, the
selected asset has associated vulnerability (which can make a different
situation for a player to suggest attack type and hypothetical scenario).
So, for example, if four players are playing a game in a team A, all the
players will play and attack the organization’s assets. At the end of the
attack, the team will get four goal sheets which actually is the number
of players.

The simplified version of the game process is shown in Fig. 8 and
detail of the process is summarized in Fig. 9 for better understanding.

Steps 1 and 2: goal and target identification: One of the primary
goals of the game is to “Educate Players about Knowledge of Security
Attacks”. In the goal sheet given, the player identifies his/her target
asset in the organization according to the attacker type. The player is
given a card indicating whether he is an inside attacker or outside at-
tacker. Depending on the card, he gets a different starting point. The
internal attacker will start somewhere inside the organization, whereas
the outside attacker will initiate the game from outside the

organization.
Steps 3 and 4: solving puzzle and reaching room of the asset:

The player moves towards the target asset on the map (according to his
free will choice). The player needs to put the piece at the entrance of
the selected room only. The player is required to “Solve a Puzzle Card”.
This shows that in order to proceed or to access some room, one has to
solve one puzzle card, and mimic how real life security system work.
The attacker, after reaching the room of the target asset, has to un-
dermine the security system in order to get access of the room or floor.

Steps 5 and 6: vulnerability identification and selection of ap-
propriate attack: In this step, the player has to see the vulnerability/
weakness of the target asset by swapping the card. After getting the
information of the asset persona, the vulnerability/weakness, the player
has to suggest the most accurate attack from the attack cards available
to the player in that particular situation. In game context, player refers
to the member of a particular team-x and there is a turn per player (of
the team).

The map already has printed assets in particular portions or area of
the organization (shown in map figure). Besides this, we have designed
assets cards which are placed in the same position as shown on the
organizational map. These cards have the figure of the asset and the
description on the front side and the particular vulnerability of the asset
on the back side. By swapping the asset cards, the player will get a
particular vulnerability of the asset.

Steps 7, 8 and 9: discussion, rating and writing up attack: After
selecting the appropriate attack, the player has to discuss the selection
with other team members and with the captain of the team. After dis-
cussion, the player has to write the attack on the goal sheet. After
proposing the type of attack, the player has to aggregate the attack
points. Depending upon the scenario suggested by the player, the ag-
gregation of attack point is calculated. The aggregation of attack point
is calculated by using the five elements given in Fig. 2(a). This calcu-
lation is based on the experience/knowledge of the player. Then, the
player has to write a hypothetical scenario of the situation. The player
has target asset, persona, vulnerability, and attack type as a starting
point.

Steps 10, 11 and 12: exchanging and reviewing opponent teams
work: Teams change the goal sheet between them. Players start dis-
cussing the goal sheet of the opponent team and try to identify issues
and possible suggestions for the opponent team. In this step the team
gives back the issue sheet to the opponent team for their point of view.

Steps 13 and 14: discussions: In this step, the two teams discuss
the possible issues/suggestions and further improvements, if any. Both
teams discuss the feasibility of the attacks and further come to a
common conclusion. Players discuss possible security vulnerabilities of
asset and possible security measures taken in response. The rectangular
box in Fig. 9 has different colour which represents that this step is
undecided and depends on situation and scenarios.

Besides the feedback and the discussion, these scenarios are further
given points depending upon their viability, intensity, and complete-
ness as suggested by the reviewer team. These points help to rank the
teams. Furthermore, in future version of the game, we are planning to
design level system for the game, where we use a formula involving
attack points and these points to suggest the next target of the orga-
nization.

5. SRE game elements and design rationale

In this section, we present the detailed game design based on the
established body of Security Requirements Engineering (SRE) knowl-
edge [15]. In particular, we introduce the core concepts of existing
security requirements ontologies and the SRE analysis process.

5.1. Concepts in security requirements ontology

Ontology represents a conceptualization of a particular domain. InFig. 8. Security requirements educational game process - simplified version.
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order to create a comprehensive security requirements educational
game, game elements have to cover essential concepts of existing se-
curity requirements ontologies. Currently, more than 20 security re-
quirements modeling languages have been proposed [40,41]. Despite
the specific focuses of each proposal (e.g., risk-oriented, web-oriented),
an essential common set of security requirements concepts has been
recognized by the majority of existing ontologies. The set includes the
following:

• Asset: A valuable thing which can be tangible or intangible, e.g,
human or IT products.

• Vulnerability: The vulnerability is the shortcoming of an organi-
zational asset to withstand the attack. Vulnerability of the asset
which can be exploited by attacker(s). Vulnerability depends upon

type of assets,e.g, Human or IT product.

• Threat: Threat is the danger or fear with respect to loss or damage
to the assets. A threat may be accidental or intentional.

• Attack: An attempt in which one entity wants to harm redor to get
control the assets of the organization.

• Security objective: What stakeholders/organizations want to
achieve with respect to security.

• Security requirements: Requirements are the conditions that need
to be filled in-order to attain the security goal or objective.

• Attacker: Attacker is the person who tries to get control of the va-
luable asset(s) of the organization or tries to damage or cause harm
to assets. For a Denial-of-Service attack, we will define the avail-
ability of a given service as an asset to protect, and the vulnerability
of that attack will not be a constraint on the flood of service

Fig. 9. Security requirements educational game process -
detail version.
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requests. In other words, assets can be intangible as well.

SREG is based on concepts from the Security Requirement
Engineering Ontology proposed by Firesmith [41] and Souag et al. [42].

5.2. SREG game ontology

To adequately reflect the security ontology concepts in the game,
the existing security ontology is analyzed thoroughly. Some of the
concepts inherently correspond to game elements, such as assets of the
firm/organization, which may be human, software, or resources.
Another example of one to one mapping is security mechanism. Real
life physical security systems were mimicked by placing various puzzles
in the way of attackers as obstacles for them to access the asset in the
game. Some of the concepts cannot be directly mapped to the elements
of the game, such as vulnerability of the IT asset and weakness of the
human assets. To comply with the ontology elements, these elements in
the game are associated with the assets as property. The front side of a
card shows the picture and explanation of an asset and the backside
explains the vulnerability/weakness of that asset. In SREG, some of the
game elements are the extension or instantiation of the original security
ontology as proposed by Firesmith [41] and Souag et al. [42]. Ex-
amples, include attacker type and attacker position. To give a real
feeling to the game, players Attacker type was further decomposed into
network attacker, physical attacker, and social engineering attacker.
Similarly, attacker position was further extended by insider attacker or
outside attacker. The detail of the extended version of the ontology are
illustrated in Fig. 11. We also developed the knowledge model of the
SREG in Protégé by using the ontology in Fig. 11. The aim of this
knowledge model is to convey a clear understanding regarding the
game relations and explanation of knowledge base. The files can be
assessed as a supplementary material or they can be found online here.

5.3. Mapping security requirements engineering process

To develop the game process and to align it with the original pro-
cess, we analyzed various security processes mentioned in literature,
summary of which is shown in Table 2.

After analyzing existing security requirement engineering process,
we came up with a process which inherits the merits of two security
requirements processes. One is proposed by Haley et al. [43], and the

other is proposed by Boström et al. [44]. The primary motivation to
merge these two SRE processes was to get better coverage with respect
to knowledge while designing the game. The detail of the mapping
between these processes and our game is shown in Table 3. In Table 3,
‘✓’ represents the presence of that phase in the game and ‘X’ represent
absence of that phase in the game.

• Definition of concepts: Definition of critical assets and concepts
etc. SREG does not have any formal definitions; however, the con-
cepts are implicit in the description of the game rules and me-
chanisms. The definition of critical assets can be found in game rules
and manual.

• Business objective: Objectives refer to high level (business) goals
of the organization. In SREG, the objective of an individual player is
to compromise the assets of the organization by exploiting their
vulnerabilities. Furthermore, the objective of the game is to let the
player understand the business objective of the organization and
improve their awareness of security risks.

• Misuse/threat modeling: Violation of security criterion is the
danger with respect to loss or damage to the assets. The threat may
be accidental or intentional. SREG supports the modeling of misuse
cases and potential threats. This can be seen in the vulnerability
cards and user planning phase.

• Assets identification: Identification of the potential assets of the
organization. In SREG, players got the potential knowledge of dif-
ferent type of assets (human, IT etc). Also, this asset identification
can be seen in the Assets cards.

• Coding standards: This includes the possible languages to use in
order to avoid any mishap or attack. In SREG, this phase is mapped
in the group discussion section where team members discuss about
possible attacks etc.

• Categorize and prioritize: Categorize and Prioritize the security
requirements depends on the organizational experiences and sta-
keholders knowledge. In SREG, players, while selecting the target,
have to first categorize the potential target according to the speci-
alty of the role and, then, prioritize by choosing the one attack card
to initiate attack.

• Inspection and validation: Inspect and Validate the agreed upon
requirements with respect to major stakeholders. This phase in
SREG can be seen during discussion between teams, where teams
analyze and discuss. Where teams analyze and counter-part team

Fig. 10. Concepts in security requirements ontology by Firesmith
[41].
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validate and suggest the possible alternatives.

• Process planning: This phase includes, process planning for the
security related activities. After playing SREG, the players might
have better understanding and knowledge for planning the security
requirements engineering process as this is the design rationale of
the game.

5.4. SREG activities

Research in software project management and related fields have
explored the process and strategies by which the efficiency and per-
formance of the teams may be increased. Team building activities help
in raising profits [48]. Researchers suggest proven strategies for team
building activities [49] and discuss the team building processes [50].

We have realized the importance of team building activities and

Fig. 11. Security requirements engineering ontology in SREG [41].

Table 2
Different approaches handling different phases of requirements engineering [45] - A summary.

Approach Definitions Objectives Misuse Threats Assets Coding Standards Categorize & Prioritize Inspect & Validate Process Planning

SQUARE ✓ ✓ ✓ ✓ ✓

Charles Haley et. al ✓ ✓ ✓ ✓

Boström et. al ✓ ✓ ✓ ✓

CLASP ✓ ✓ ✓

Microsoft ✓ ✓ ✓ ✓

Axelle Apvrille and Makan ✓ ✓ ✓

Eduardo Fernandez ✓

Kenneth Van Wyk and Gary McGraw ✓

Gunnar Peterson ✓

Abuse Case [46] ✓ ✓ ✓ ✓

Security Misuse Case [47] ✓ ✓ ✓ ✓

Becker et al. [5] ✓ ✓ ✓ ✓ ✓

Table 3
Game process alignment with Security Requirements Engineering (SRE) Process.

SRE process Boström [44] Haley[43] Presence in SREG

Definition of Concepts x x Game Rules and Manual
Business Objectives x ✓ Game objective
Misuse/Threats Modeling ✓ ✓ Vulnerability Cards
Assets Identification ✓ ✓ Assets Cards
Coding Standards ✓ x In group discussion
Categorize and Prioritize ✓ x Victim selection &

Aggregate attack Card
Inspection and Validation x ✓ Inter teams discussion
Process Planning x x Design Rationale of

Protection
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tried to cover this concept in our game by assigning teams to achieve a
common goal.

A traditional type of team building activities discussed in the lit-
erature and which our game followed is discussed in Table 4.

5.5. Other motivational rationale

5.5.1. Scenario Based Learning (SBL)
Scenario Based Learning is used extensively in industry and enjoys a

reputation of one of the most productive ways of training and learning
[53,54]. In our study, players of the game gather information from the
game based environments. One of the learning goals of the SBL is to
make players think like an attacker, so that, by playing the role of the
attacker, they would learn attackers’ perspectives.

5.5.2. Players intrinsic motivation
Motivation is a key pre-requisite for players to learn. Without mo-

tivation, it is hard for players to learn the concepts embedded in the
game design. According Kuvass et al. [55], participants must address
intrinsic as well as extrinsic motivations. To follow the suggestions of
this study, we filtered the participants by using the email system. If the
participants were motivated enough, they responded by an email to
take part in the activity. Their prior motivation was then supplement by
game design concepts which essentially acted as extrinsic motivation.

5.5.3. Motivation for using Blooms Taxonomy
In [56,57] Anderson et al. proposed a taxonomy based on Blooms

Taxonomy. The taxonomy is shown in Fig. 12. The taxonomy shows
different learning levels. If we compare this with scenario based
learning process adopted in the game, the players first have to evaluate
the situation in the game. Secondly, they need to analyze and apply
their knowledge to generate attack scenarios. Once the players have
written the scenarios, discussion between the participants takes place
which helps players understand, explain, and possibly remember the
situation and the learning outcomes. Thus, the design follows the
learning level as proposed in [56,57].

5.5.4. Motivation for using collaborative game based learning
An experiment performed on students using game-based learning

activities in the past has shown significant positive results in student
performance [58,59]. The same motivation was taken for our game.
One of the sub-goals is to provide a collaborative learning environment
for the players so that the players can enjoy and learn security related
concepts.

5.5.5. Motivation for using common goal to achieve / achievement
The experiment was performed to observe the relationship between

goal commitment and team effectiveness criterias such as task inter-
dependence, role mediation between players, etc. It was found that goal
commitment is positively related to task interdependence and role
mediation [50]. To improve the commitment between the players in
our game, we followed the same results from [50]. We provided the
team one goal to achieve. To achieve that particular goal the team
members have to support other players in their tasks, eventually in-
creasing the team effectiveness.

5.5.6. Knowledge model of persuasion
To make the SRE game persuasive for the players, we have followed

a Knowledge model given by Conde-pumpido [60], shown in Fig. 13.
This onion model is explained in three spiral layers; the inner most
layer is about signs in the game which includes visual, haptic, linguistic,
and sound; the middle layer talks about the system of the game which

Table 4
Team building activities in Security Requirements Education Game.

Activities Presence in SREG Reference

Planning In our game players are required to make the team plan and then start and achieve the common goal. This team building activity is carried out
throughout the game process. Planning for target selection, planning to choose the gate to enter, which path to take, target selection Etc.

Communication Communication between the team members is the vital part of our game. From the start of the game till the last session of discussion every phase
requires an intense discussion and communication between team members.

[48,51,52]

Problem Solving The challenge is placed in the game so that team members can work together to solve the puzzles. Not only solving puzzle is the challenge but
suggesting accurate attacks for the vulnerability is also a challenge which eventually results in winning or losing the game.

Fig. 12. Learning level based on Blooms Taxonomy. Fig. 13. Knowledge model for persuasive game - Teresa De La Hera model
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includes scripts and scenes of the game; and the outer most layer speaks
of the setting of the game. We have used visual persuasion to satisfy the
first layer in SREG game. As this is a card game, any other type of signs
such as sound and linguistic were not possible. From the second layer,
we have used Narrative and Procedural persuasion for our card game,
and from the third layer, we have used tactical and social persuasion.

5.5.7. Motivation for using random attack cards
In the start of the game, every player of the team has been given a

random sheet of attack cards. The sheet contains four different types of
attacks which may belong to Network Attacker, Physical attacker, or
Social Engineering Attacker. By giving random cards to the players,
players will have a diverse knowledge of different attacks and different
situations to handle. Besides this, randomness in the game further in-
creases the curiosity of the players.

The game is designed in a way that team players can achieve a
common goal by collaborating. The last part of the discussion in the
game can be more effective if every team has at least two players.

5.6. Adding various attack cards from literature

In SREG, we include three types of attacks, namely Social
Engineering attack, Physical attack, and Technical attack. Social
Engineering is the art of manipulating people to perform actions you
desire them to do. Social Engineering Attack framework captures the
way a particular attack usually takes place. SREG follows social en-
gineering attack framework proposed by Mouton et al. [61]. The aim is
to align the game processes with the published security related pro-
cesses.

To select the type of social engineering attacks for the card game,
we searched for the famous social engineering attacks in the published
literature and further shortlisted them on the basis of complexity. In
order to make the learning curve of the players smooth, we included the
social engineering attacks mentioned in the Table 5.

For physical attacks selection, we go through one of the most
comprehensive attack knowledge repository known as Common Attack
Pattern Enumeration and Classification (CAPEC). As the next step, we
further explored the published literature. Table 6 shows the types of
attacks selected for the game and their reference from the literature for
further authentication.

Similar process was repeated for the technical attacks; however,
this time for the inclusion of the technical attacks, we discussed the
attacks with one of the specialists of network security and finally se-
lected the most relevant type of attacks. Details of the types of attacks
and the references can be seen in the Table 7.

6. SREG empirical evaluation

Fig. 14 shows the research model for our game, as our statements
(S) and their contribution towards the intended learning goals. In order
to test our statements that “SREG game is fun to play”, we asked the
players to fill out a questionnaire to have their feedbacks. Player after
playing the first time, in test session, would like to try it in future, and
by playing SREG game it increases their security knowledge as well.
Furthermore, having a common goal between players and working as a
team increases the collaboration and motivation of the players to
achieve the goal.

6.1. Controlled activity design

The design questions of the SREG is the following:
Goal: Feedback of Game
S1: Security Requirements Educational Game is enjoyable to play.

(For responses see Fig. 15)
S1.1: Players can follow the game procedures easily.
S1.2: Players find the game fun to play.
S2: Making an effort to win SREG encourages collaborations be-

tween players. (For responses see Fig. 18)

Table 5
Social engineering attacks included in game.

Social engineering attacks References Explanation

Phishing [5,62] In this type of attack, attacker attempts to obtain sensitive
information (password,credit card etc.) of the victim usually in
electronic communication.

Impersonation [5,63] In this type of attack, attacker pretends to be another person
for the purpose of entertainment or fraud.

Shoulder Surfing [5,64] In this type of attack, attacker use direct observation
techniques, such as looking over someone’s shoulder, to get
information e.g. Password etc.

Dumpster Diving [5,62] In this type of attack, attacker search through commercial
or residential waste to find items that have been discarded by
their owners, but that may prove useful to the picker.

Pre-Texting [5,62] In this type of attack, attacker creates an invented scenario
to persuade a targeted victim to release information or
perform some action.

Water Holing [5,62] In this type of attack, attacker guesses or observes which
websites the group or individual often visits and infects one
or more of them with malware to get the control of the victims
device.

Reverse Social Engineering [5,64] In this type of attack, an attacker convinces the target that he
or she has a problem (or in future) and he is ready to solve
the problem.

Tailgating [5,65] In this type of attack, an attacker used to get into the office or
some premises by following the authorized person.

Need & Greed Attack [5] In this type of attack, an attacker explore for the needs and desires
of the victim. Usually needs and desires make people vulnerable.
Once an attacker has the information he/she can easily manipulate
the victim.

Direct Approach [5] In this type of attack, an attacker used to approach the victim and
get the desired information.

Distraction Approach [5] In this type of attack, an attacker engage in an activity
to redirect victims mind/attention.
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Goal: Security Education/Training
S3: Playing security card game helps to identify potential security

attack(s) in a given situation. (For responses see Figs. 16 and 17)
Goal: Security Requirements Elicitation
S4: Playing security card game helps to elicit security concepts /

requirements. (For responses see scenarios made by students)

6.2. Descriptive observation - physical setting

The empirical evaluation was not only designed to know the stu-
dents liking the game but also to gauge the game’s success in educating
students about security requirements. For the empirical evaluation, the
students were invited by an advertisement which was published on the
university notice board and by an email to those taking Requirements
Engineering or Software Engineering courses. The total number of re-
quests to participate was further shortlisted by a set criteria i.e. the
person is either a student or professional) to make groups. After
shortlisting, the team of researchers discussed the need for further in-
clusion or exclusion of students depending upon their experience and

knowledge. In total, 35 requests were received out of which 20 students
were shortlisted for the empirical evaluation. However, on the day of
the activity only 16 were present. SREG was played by sixteen people in
five groups. The class was given a session of about 30 min to explain the
goal, motivation, and different type of cards used in SREG. Two men-
tors were available in the class throughout the session in case any group
has a question(s) or confusion. Individual players filled the survey
questionnaire after playing the game for about 2 h in the session. The
gathered data from students was further analyzed and will be discussed
in the Results and Discussion sections. Students answered a series of
questions using their mobile or computer devices. The Questionnaire
was divided into three sections. The first section asked for demographic
and background knowledge of the players. The second part of the
Questionnaire asked the players about the experience of playing the
game. The third section tested the players knowledge by asking security
related scenarios. Questionnaire can be assessed here on the link.3

6.3. Empirical evaluation results and analysis

6.3.1. Survey results after playing SREG
The scale used to collect the responses of the respondents contains

7-item Likert-type scale ranging from Strongly Disagree, Disagree,
Somewhat Disagree, Neutral, Somewhat Agree, Agree and Strongly
Agree. The respondents were 62% male and 38% female. Regarding
education level of the respondents, all the respondents had a minimum
education of bachelor. 75% of the respondents were students of MS and
25% were student of Ph.D. stream. Furthermore, 69% of the re-
spondents didn’t have any prior knowledge of security analysis during
system development but 31% had practical experience in security
analysis. The players were further divided into five groups. The first
group had all full-time students of Master of Science in Software

Table 6
Physical attacks included in game.

Physical attacks References Explanation

Physical Theft [66] In this type of attack, an attacker gains physical access to a
system or device through theft of the item.

Physical Destruction of Device [66] In this type of attack, an attacker conducts a physical attack
on a device or component, in such a way that it no longer
functions as intended.

Hardware Integrity Attack [66] In this type of attack, an attacker changes a technology, product,
component, or sub-component during its deployed use at the
victim location for the purpose of carrying out an attack.

Malicious Logic Indertion [66] In this type of attack, an attacker installs or adds malicious logic
into a seemingly small component of the system. This logic is
often hidden from the victim system and works behind
the scenes to achieve target.

Table 7
Technical attacks included in game.

Technical Attacks References Explanation

Backdoor Attack [67] In this type of attack, an attacker gets an unauthorized access to a system by bypassing normal security mechanisms. This threat works in the
background, hiding itself from the user.

Denial of Service [68] In this type of attack, an attacker tries to make a machine or network resource unavailable to its intended users.
Fake Access Point [69] In this type of attack, an attacker provides a fake access point to attract victims and other wireless users in order to collect information about

them.
Brute Force Attack [70] In this type of attack, an attacker tries many passwords or pass-phrases with the hope of eventually guessing correctly.
Privilege Escalation [67] In this type of attack, an attacker exploits a bug, design flaw or configuration oversight in an operating system or software application to gain

elevated access to resources that are normally protected from an application or user.
SQL Injection [69] In this type of attack, an attacker inject unauthorized database statements into a vulnerable SQL data channel. These injected statements are

specifically crafted to be executed on the database side for malicious purposes.
Trojan Horse Attack [62] In this type of attack, an attacker writes malicious computer program which is used to hack into a computer by misleading users of its true

intent.

Fig. 14. The research model adapted from technology acceptance model [71].

3 http://www.surveygizmo.com/s3/3209899/A-Game-on-Eliciting-Security-
Requirements-Class.
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Engineering; the Second Group had all the students belonging to the
Ph.D. stream. The third group had players who were studying part-time.
The fourth group had participants who were working in software in-
dustry. Finally, the fifth group consisted of International students. We
believe that this combination of groups gave us balanced participants
for empirical evaluation. The decision to divide the participants in five
groups was in place to get valuable feedback from different groups.

S1: Security Requirements Educational Game is enjoyable to play.
(For responses see Fig. 15)

S1.1: Players can follow the game procedures easily.
S1.2: Players find the game fun to play.
In Fig. 15, the majority of the respondents chose the “Agree” option

and no respondent selected “Strongly Disagree” option (Thats why that
option is not shown in the Fig. 15). 90% of the respondents responses
are within the agree section, which shows a promising result for our
SREG game.

Fig. 15 shows that for few options, the trend of respondents shift
from agreeing to “Neutral” and “Some-What disagree”. By analyzing

this carefully, we know that the first survey question which needs to be
observed is “The Game is Easy to play and Understand.” Few of the
respondents selected “Neutral” and “Some-what disagree”. This means
that there is something complex regarding mechanism or rules or even
explanation of the game in the first session that makes them feel this
game is complex. From this, we have a clear indication that we need to
work on improving the mechanism, rules and even the presentation of
the game in a more natural and understandable way.

Secondly, for the survey question “This Game Mimics a real life
scenario in a presentable way”, four players selected “Neutral” and one
player selected “Disagree” option. The possible reason for this is that
players only played one round of the game which is the minimum
number to play this game. We believe that there is a need to improve
the map which describes the context from the literature and represents
real life issues and environment.

Thirdly, for the survey question “This game has motivated me to
learn more about security,” three respondents selected the “Neutral”
option. This can be explained by the same reason: players had only

Fig. 15. Survey responses on Security Requirements Educational Game.

Fig. 16. Survey responses on security related scenarios.
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played one round of the game. However, we still need to check further
on how can we make this game more enjoyable, so that players may feel
motivated to read and learn more about security related stuff.

S2: The attempt to win SREG encourages collaboration between
players. (For responses see Fig. 18)

In Fig. 18, our primary goal was to check if the game increases
competition and collaboration, within team members. The motivation
for asking this question is to check the effectiveness of the game ele-
ments embedded in the game design. Furthermore, the respondents can
select one or two options or all of above as it is a multiple choice
question. From the responses, the competition for winning the game has

a positive impact on collaboration within the team members.
S3: Playing Security Card game helps to identify potential security

attack(s) in a given situation. (For responses see Figs. 16 and 17)
In this section, students were given example scenarios. Each

Scenario was used to check the attack-based knowledge of the re-
spondents. The respondent was given a complete scenario and, in the
end, asked whether in a particular situation this particular attack is
feasible and plausible to use. The detail results and scenarios can be
seen in the Fig. 16. For most of the options in this section, respondents
have selected the correct options. Nevertheless, if we closely analyze
the “Dont Know” side of the bar chart, there is one respondent who

Fig. 17. Survey responses on phone/email scam.

Fig. 18. Verifying competition between teams increase collaboration.
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selected Dont Know for every option. This may be the reason that the
respondent has just filled the survey for fun, but we still mark this as the
point of improvement for our game. For Fig. 16, correct answers for all
the given scenarios are YES.

In this section, students were given four scenarios. Each scenario
was based to check the knowledge of Email/Phone scam of respondents.
After given a specific scenario, the respondents were asked if transfer-
ring bank account and clicking on the link was the better solution. The
detail results and scenarios can be seen in the Fig. 17. Furthermore, if
we closely observe the responses and especially the section of “Don’t
Know” part, we can see that trend of selecting the “Dont Know” option
by one respondent is consistent. There may be many reasons of this
behavior of that survey respondent. This may be for fun to select all
these options or may be any other possibility regarding unusual beha-
vior. For Fig. 17, correct answers for all the given scenarios are NO.

6.3.2. Scenarios developed by students
S4: Playing security card game helps to elicit security concepts and

attackers intentions. In the empirical evaluation, students developed
the scenarios which included social engineering attacks, network at-
tacks, and physical attacks. Below mentioned are few scenarios devel-
oped by the students. To analyze the scenarios developed by the
players, we deciphered the most important information from the pro-
duced scenarios.

Scenario 1: An insider attacker trying to challenge authority had
identified an attacking strategy of using brute force to access classified
information. Essentially, the attacker is a network administrator who
managed to intercept sensitive information (passwords, credit card
numbers, and classified emails) from the organization’s LAN by
planting a falsified Wi-Fi router. The attack can be mitigated by security
protection of network devices and network traffics. Table 8 extracts the
important information from the scenario 1 developed by players.

Scenario 2: Another insider attacker tried to disguise as a Trojan
program which he/she had planted in the corporate information system
by social engineering approaches. Essentially, he pretended to help an
intern in the organization to fix his bugs by running a malicious script,
so that the intern can attend a corporate job affair in the afternoon.
Table 9 extracts the important information from the scenario 2 devel-
oped by the players.

Scenario 3: An outsider attacker intended to cause damage to a
competitor’s corporate information system using the foot-printing at-
tack to break into the network of the organization. He/She conducted
SQL injection to obtain user account information and to escalate his
privilege to get valuable information. Table 10 extracts the important
information from the scenario 3 developed by players.

Scenario 4 - Target asset - Employee info, confidential data, file
of the company, etc: The attacker intrudes into the company’s net-
work by “Foot-printing” through the WIFI router in room 11-417, gets
the users information by SQL Injection, and gets advanced authority
through the abuse of access authority to get more valuable information.
Table 11 extracts the important information from the scenario 4 de-
veloped by players.

Scenario 5 - Target asset - Data in the company’s database: An
attacker can occupy the IP of someone after he establishes a connection

to the database. (Just like University network account). Table 12 ex-
tracts the important information from the scenario 5 developed by
players.

Scenario 6 - Target asset - Important document of the project:
The insider attacker can threaten the trainee that he has made a terrible
mistake while coding which may lead to serious repercussions that the
attacker hasn’t conveyed to the manager. However, to save the stuck
trainee the attacker can help to fix the problem. Then he finally gets the
document and has a chance to change the source code of the project.

Table 8
Deciphering attack scenario developed by players - Scenario 1.

Deciphering attribute Details

Attack Medium Indirect communication.
Target Asset Organization network.
Attacker Inside attacker.
Goal Getting critical information of

organization.
Technique False Wifi Network.
Psychology / Compliance Principle N/A.

Table 9
Deciphering attack scenario developed by players - Scenario 2.

Deciphering attribute Details

Attack Medium Face to Face communication.
Target Asset New Internee.
Attacker Inside attacker.
Goal Getting critical information of

organization.
Technique Reverse Social Engineering Attack.
Psychology / Compliance Principle Trust, Social Compliance, Helpful.

Table 10
Deciphering attack scenario developed by players - Scenario 3.

Deciphering attribute Details

Attack Medium Indirect communication.
Target Asset Getting Access of organization’s Database.
Attacker Outside attacker.
Goal Getting critical information of

organization.
Technique SQL injection.
Psychology / Compliance Principle N/A.

Table 11
Deciphering attack scenario developed by players - Scenario 4.

Deciphering attribute Details

Attack Medium Indirect communication.
Target Asset Organization network.
Attacker Outside attacker.
Goal Getting critical information of

organization.
Technique SQL injection.
Psychology / Compliance Principle Not applicable as network attack.

Table 12
Deciphering attack scenario developed by players - Scenario 5.

Deciphering attribute Details

Attack Medium Indirect communication.
Target Asset Organization network.
Attacker Outside attacker.
Goal Getting access to organization database
Technique Footprinting
Psychology / Compliance Principle Not applicable as network attack

Table 13
Deciphering attack scenario developed by players - Scenario 6.

Deciphering attribute Details

Attack Medium Direct communication.
Target Asset Project documents.
Attacker Inside attacker.
Goal Getting access to project. documents.
Technique Pre-texting.
Psychology / Compliance Principle Panic / Time pressure.
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Table 13 extracts the important information from the scenario 6 de-
veloped by players.

Scenario 7 - Target asset - Financial gain: The outside attacker
pretends to be a member of the staff of an international office of a
prestigious college. He, then, asks the marketing manager to apply for a
scholarship and ultimately, defrauds her. Table 14 extracts the im-
portant information from the scenario 7 developed by players.

Scenario 8 - Target asset - USB disk: An inside attacker assaults
the USB directly to cause damage. Table 15 extracts the important in-
formation from the scenario 8 developed by players.

In Fig. 19, we have created a word cloud from the scenarios made by
the students. From the word cloud, we can see the thinking process of
the players as well as the areas that they considered during writing the
scenarios. If we look closely, we can see that players have used a lot of
attack names such as SQL, physical, pre-texting, insertion etc. Besides
this, the players have used words like marketing, outsider, router, help,
insertion strategy, malicious, theft, website, access, altered, attack, in-
ject, documents etc, thus, giving us an indication that players have

made diverse scenarios. The scenarios may not be accurate at this point
but the SREG game, has given the participants a path to think, learn,
and save themselves in future.

6.3.3. Observations
The observational method is a qualitative method derived from the

field of anthropology and is used where we need to study human be-
havior in a particular environment. This method helps understand the
in-depth feedback in the form of comments, facial emotions, discussion,
feedback, etc. [72].

In our study, two researchers are playing the role of observer. One
person sits in a group, and observe how team players interact and
conduct the required game activities. One person is walking around,
and observing the differences among groups in terms of group dy-
namics. The third person is responding to questions about game rules
and controls the time and pace of the game.

The important primary observations which all the researchers
agreed upon are given in Table 16. These are the major questions raised
by the game players during the game process, which indicate issues to
be resolved. The four questions belong to four different areas: card
design shall avoid misleading images or icons; game processes shall be
clearer and indicative, in term of next step and termination; Inter-group
communication shall be facilitated better in multi-language settings and
game design in general must be improved further.

Based on researchers observations we have identified following
secondary observations:

• Accessibility problem in Game Design (GD): First observation
from the empirical evaluation is that technical writing as the vul-
nerability of IT assets is difficult to understand. The sub-goal for the
next version is to represent vulnerability of IT asset in a way which
can be easily understood and remembered. For example, there may
be various technical vulnerabilities of database. Besides this, other
ways to improve awareness is by adding common mistakes, such as
forget to change the default password to access the database etc.
Everyone knows the default username and password for the access.
A little change in the vulnerability will definitely make things
simple, interesting and more enjoyable to play and learn.

• Adding warm-up session in the Game Process (GP): We observed
that by presenting the rules, cards, characters makes the players

Table 14
Deciphering attack scenario developed by players - Scenario 7.

Deciphering attribute Details

Attack Medium Indirect communication.
Target Asset Money.
Attacker Outsider attacker.
Goal Getting access to money.
Technique Pre-texting, Impersonation.
Psychology / Compliance Principle Trust, Need & Greed.

Table 15
Deciphering attack scenario developed by players - Scenario 8.

Deciphering attribute Details

Attack Medium Direct communication.
Target Asset USB.
Attacker Inside attacker.
Goal Damage USB.
Technique Physical destroying the USB.
Psychology / Compliance Principle Not Applicable as its physical attack.

Fig. 19. Word Cloud developed from the Scenarios created by players.
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enthusiastic to play. However, they need to be guided on how to
play by demonstration. One dummy game must be played in front of
the players so that they may see the process in advance and can ask
questions.

• Defining clearer player movement rules in the Game process
(GP): Observation from the empirical evaluation is that the move-
ment of players on the map must have some element of amusement
associated to it. Right now, the movement in the game is static. The
players just move and place the piece in front of the room, solve the
puzzle and so on.

• Use of mother language in Game Communication (C & L): We
observed that if the game is in mother language of the players, the
quality of the discussion and the amount of learning gets enhanced.
In our game we had five groups: one group of international students
which consisted of two students from Pakistan, one from Korea and
one from China, and less detailed vis-a-vis other groups who were
using mother language (Chinese version) of the game. We believe
that natural language/mother language helps players to play, ex-
plore, and discuss various options thoroughly, and eventually help
players in learning.

• Captain card is not effective (GD): From the empirical evaluation
we have observed that the captain card and leader concept is not
well followed by the team players. In the activity, players just ignore
the captain command and the aim to work together to achieve the
common goal; thus, bring up the shared leadership concept [34]. In
future, we may consider replacing the captain card with shared
leadership, where all team members share the leadership responsi-
bilities in the area of their expertise.

7. Discussion

From this study, we conclude that game based solution can be an
alternative way for methodological education. The proposed Security
Requirement Engineering Game in the initial phase had shown pro-
mising results. From this study, we conclude that the proposed Security
Requirement Engineering Game (SREG) has, in general shown, positive
results and is helpful for players of the game to get an understanding of
security attacks and vulnerabilities. Table 17 shows the summary
comparison between the games, which educate players regarding the
security requirements concepts. These games were played in the lab by
the researchers, and the result is compiled and analyzed. Table 17,
summarizes all the four games. We can see from the table that Security
Requirements Educational Game (SREG) provides a maximum of the
factors. Overall, we believe that SREG is a multi-knowledge game
which not only trains players with Network related concepts but also
focuses on physical and social engineering aspects. Besides these ad-
vantages, it also helps players to work in a team and achieve a common
goal. In Table 17, ‘Some+’ identifies that this phase is present to good
extent in the game. ‘✓’ represents the complete presence of that phase
in the game and ‘X’ represent absence of that phase in the game.

7.1. Validity threats

This study faces some threats to validity. We, as a team, tried our
best to identify and eliminate the threats but some of the restrictions
and threats are beyond our control. They are discussed below.

7.1.1. Conclusion validity
Conclusion validity deals with the reliability of the research results

[73,74]. Its aim is to make sure that there should not be any threat to
the conclusion of the study. The survey data was taken on-line anon-
ymously by the players, and the results were further generated by the
online tool. The data received in the form of table and graphs were
further discussed among the researchers for possible interpretation.
Thus, minimizing the threat related to conclusion validity. Further-
more, the results and deductions were further cross-checked by other
researchers for their comments. The goal is to minimize any bias/threat
which is related to a conclusion. Moreover, due to a small number of
participants in the activity, there exists a threat to conclusion
validity which, in future, will be minimized by involving more
participants in the empirical evaluation.

7.1.2. External validity
Reporting the context of a controlled activity in the study holds

great significance as it helps to understand which cases can be com-
pared. Furthermore, every single case study is a significant contribution
in the area giving an in-depth understanding [74]. Although, our

Table 16
Primary observations.

Questions from Participants Interpretation Issue Category

“How can i write a psychology attack for
IT product?”

This is due to the picture on asset card where the girl is using a computer which confuses the
player as an IT product instead of a human asset.

Card Design (CD)

“How to move on the map” As in the initial phase of the game, we have not devised any specific mechanism for movement.
However, this indicates improvement for future.

Game Process (GP)

“What you want to say? I dont
understand?”

In the international group, where participants are using English language as communication,
instead of their mother language.

Communication and Language
(C&L)

“Game Ends? Hahaha.” The participants need active learning instead of passive one. There must be some explanation in
the end session where the usefulness of this activity can be explained.

Game Design (GD)

Table 17
SREG comparison with other Games.

Characteristics SREG Ctrl-ALt-
Hack [9]

Social
Engineering [5]

Dox3d

(Attack) Characters in game ✓ ✓ x ✓

Map Used in the game for
reference

✓ x ✓ ✓

Dynamic Nature of Map
(Changeability)

some+ x x ✓

Players play by moving on the
Map

✓ x x ✓

Different type of Attack Cards ✓ some+ ✓ x
Dice for Randomness x ✓ x x
Game Address Social

Engineering Issues
✓ some+ ✓ some+

Game Educate Network
Security Related Issues

✓ some+ x ✓

Game Educate Physical
Security Related Issues

✓ some+ x some+

Making Scenario ✓ x ✓ x
Attack Mechanics ✓ ✓ ✓ ✓

Defence Mechanics x x x ✓

Story line of the Game ✓ ✓ x ✓

Mission for the Team and
Player

✓ ✓ x ✓

Discussion Session
(Knowledge/Experience
sharing)

✓ some+ ✓ some+
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empirical evaluation for this serious game is performed in a multi-
cultural environment of a graduate class, further verification for ex-
ternal validity is yet to be performed in future.

7.1.3. Theoretical validity
Past experience affects behavior [74]. There may be a case that

some students already faced a particular type of security attack in the
past and thus can relate to the game. This leads to a greater learning
curve in resulting survey. To minimize this possibilities, we tried to
form five different groups and further compare the quality of scenarios
created by the players. The detail of groups can be seen in the empirical
evaluation section.

7.1.4. Internal validity
Internal validity includes researcher bias and interpretation of data

[73–75]. To minimize the internal validity in controlled activity setting,
survey design, conclusion, and deduction, researchers of the study
discussed and shared their experiences regarding development and
execution of the empirical evaluation to minimize the associated
threats. After the detailed discussion, finalized steps were tested on a
small group of students to check and update the process and, finally,
discussed with other researchers for their feedback.

We dont purport the game to be comprehensive as of now. On the
other hand, however the controlled empirical evaluation helps to get
initial results, observations, feedback, and suggestions.

Concerning the selection of participants or subjects, we have not
made a random selection but followed comprehensive steps which are
discussed in the empirical evaluation section.

Following the Table 18, we have discussed various factors which are
controlled during the empirical evaluation to minimize any bias in the
results.

7.1.5. Construct validity
Construct validity can be misleading due to possible threats to hy-

pothesis and Experiment design. Some of the threats related to our
study are discussed below:-

1. Hypothesis Guessing: If the participants know or guess the desire
result of the empirical evaluation, his/her behavior may change
towards the desire results. To minimize this, we tried to remain
neutral during the activity and provided phases of feedback and
informal discussions where participants shared their suggestions,
feedback and comments.

2. Bias in Empirical Evaluation design: To minimize the bias in em-
pirical evaluation design, we reviewed and further adapted the
survey design pattern and scenario based technique from published
literature [5]. In future studies, we will try to improve by adopting
the evaluation material and methods used by other published stu-
dies, which may be helpful in concluding and comparing our results.

The observation biases [72] for the observational part of the study is
minimized by a discussion session among the researchers. One category
is the “Strong”, in which all the researchers agree with the observation.

“Medium / Low” category is where one or two researchers agreed. Only
the findings labelled as strong are discussed in this study.

8. Conclusion and future work

In this paper, an organizational security educational game is de-
signed to transform security requirements concepts into game elements
and to implement security requirements analysis process in terms of
game playing rules. By letting players immerse into a game-based set-
ting that mimics the organizational and technical context of a given
enterprise system, the security requirements analysis tasks will become
easier and more enjoyable. In particular, our approach aims to support
a systematic elicitation of potential attackers intentions, their cap-
abilities of attacks while conducting end user security training and
awareness improvement. Our proposal eventually educates players re-
garding security requirements based on identified attack scenarios,
which are evaluated and discussed among players thoroughly. We
evaluated our approach through an empirical evaluation which is car-
ried out in a requirements engineering graduate class using a hospital
information systems setting. In the empirical evaluation, students first
created hypothetical scenarios according to the game environment. A
further one by one discussion followed in class to analyze and con-
tribute if required. This session helped players know unique ways of
attacking. Besides this, it would eventually help them to be cautious if
something similar happens in their future life. Moreover, we have
conducted survey and collected feedback at the end of the game session.
In the feedback, overall, students gave positive comments. However,
one of the things worth mentioning is the complexity of the game as
pointed out in written and informed discussions. Survey results further
helped us evaluate the learning effectiveness of the game. Moreover,
initial results of the empirical evaluation, including players perfor-
mance and feedback confirm the effectiveness of the approach. From
the controlled empirical evaluation results, we can get an idea that
majority of the players agree with our stance that SREG is easy and
enjoyable to play. Moreover, SREG has helped the players get a rea-
sonable knowledge about security related concepts. Apart from this, in
the data collected on feedback sheets, 14 out of the 16 players agree
that collaboration and learning between team members increases the
chances of winning the game.

The empirical evaluation performed for the game has indicated
several areas for improvement, including the map of the game, can be
further extended by providing more focused view of certain aspect of an
organization to reduce complexity and waste game time; update the
pool of known attacking measures according to the most recent ap-
plicable ones; if the game will run in a bilingual environment, ensuring
the expression of the attacks and context are on the same page; more
game elements to further increase the fun and enjoyable level of the
game is necessary. In order to make the movement on the map more
attractive and fun, we are planning to introduce an element of chance in
the future version. In the current version of the game, the movement of
the players is not associated with the dice. Adding the dice for the game
will help the players move (with chance) on the map either some re-
striction(s) can be implemented or some kind of surprise in movement

Table 18
Control factors for internal validity.

Control Factor Explanation

Class Instructor The class instructor and the activity facilitator person was in the class to help out or guide the students, if needed.
Class Time The class timings were divided into three sections.

In first session lecture is given, in second session activity is performed and in the last session discussion took place.
Learning Context The learning content of the game was in English & Chinese.
Class Setting The class students were divided into five groups.
Initial selection of Participants The selection of the participants was done by a process explained in the Section 6.2.
Teaching Method Powerpoint slides were used to explain the game process and rules to the students.
Gender, Age, Academic Qualification Students of Graduate Level, Age and gender were fixed from the start of the activity.
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can be added. Specially designed dice can be used to move the players.
We can restrict the player to move 1, 2 or 3 places in one turn. Besides
this, in future, we are planning to develop a level system for the game in
which, the attack feasibility will decide what will be the next target.
The point system may be updated in future, depending on the discus-
sion, feedback, and suggestions. Furthermore, in future we plan to make
a hybrid version of the card game (some functionalities will shift to
online or android app).
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Appendix A. SREG data download link

The complete game data and how to setup the game can be down-
loaded from the Mendeley link4 or by using DOI: 10.17632/
38kb4rxtw4.1 or can request for the data by emailing at affan.yasin@
qq.com.

Appendix B. Setup guidelines

1. Print the map of the game. (The original dimension of the map size
is set to adjust on the table). [Map Hospital.jpg]

2. Print human asset cards [Assets Cards Hospital.pdf] and weakness
cards for human assets [Weakness people.pdf].

3. Attach / pin the human asset cards with the weakness card on the
back.

4. Print Vulnerability card [Vulnerability IT Devices new.pdf].
5. Attach / pin the IT asset cards with the respective vulnerability card

on the back.
6. Print and cut the psychology card [Psychology compliance princi-

ple.pdf].
7. Print and cut the puzzle card [Riddle or puzzle.pdf].
8. Print the Network Attack techniques card [Network Attack

Cards.pdf].
9. Print the Physical Attack techniques card [Physical Attacker

cards.pdf]
10. Print the Social Engineering Attack techniques card [Social

Engineer cards.pdf].
11. Print and cut the role card [Player role card.pdf].
12. Print the attackers positions cards [Attacker position.jpg].
13. Print Goal Sheets for social engineering attackers [gs2.png].
14. Print Goal sheets for physical and network attacker [gs1.png].
15. Take simple paper sheet for players to write hypothetical scenarios.
16. Print discussion sheet [score sheet discussion.pdf].
17. Others:

• Take any paper sheet for getting feedback.

• For discussion session or observation use any paper sheet to re-
cord.

• Survey1.pdf, Survey2.pdf and Survey3.pdf can be used to get
feedback regarding the game.

• Learning scenarios can be taken from the paper.

• To design game cards, e.g., human assets, attacker role, etc. we
have used some images from an online source. The usage is only
to complete the card design and further check the initial results of
the game from an educational point of view.

Supplementary material

Supplementary material associated with this article can be found, in
the online version, at 10.1016/j.infsof.2017.12.002.
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