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Abstract Study 2: Enhancing Explainability on Automated Planning and Decision-Making

Introduction:

It is an emerging research question in AI:
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» Focus: explainable planning
and decision-making

» Emphasise the importance of
clear explanations in —"
fostering public trust and
ensuring safety (e.g. [4])

human in driving tasks, yet they are far from
perfect especially when complex attentional and
action selections are required for safety.
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In the current work, we performed literature
review on the state-of-the-art AI developments in
automated vehicles, and further conducted case
studies to test open-sourced data and models,
especially in perception, decision-making, and
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Introduction: » We tested S1 (t-junction) from the proposed testing scenarios,

configuring parameters include the type, location, speed, goals,

» Here we examined the critical technologies and

architectural frameworks involved in the and other behaviours of the agents
development of autonomous driving systems. » Our results were consistent with the expectations outlined in [5],
» The study also briefly touches upon the testing demonstrating the system's effectiveness.

and verification methods employed to ensure
system safety and reliability.
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Perception & Data Fusion:

» Perception: integration of radar and camera data ff *’

thr oug h various fusion techn ique S Schematics of testing scenario S1 (adapted from [4]) and our testing results (at t=1, t=81,t=161)

» Data Fusion: multi-modal deep learning[1l] Discussion:
framework for RGB-D object recognition, combine » This study underscores the critical role of explainability in the
RGB with depth to enhance recognition accuracy development of Automated Vehicles. By exploring and reproducing
iy | ; /:ﬁﬂﬁﬁﬁﬁ// advanced methods like the IGP2 system, it contributes to the
z cia N e 1 ongoing efforts to make AVs more transparent and trustworthy.

» Future research should continue to refine these techniques,
focusing on further improving the balance between decision-making
speed and explanation clarity.
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» compare YOLOv5 with the FENet used in
autonomous driving [6,7].

» Evaluate recognition and detection
performance in driving scenarios.

Methods & Results:

Fusion of Radar and Camera Sensing Modalities Flowchart of processing LiDAR data
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SW and HW Architecture:
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» Dataset: COCO2017 datasets, simulation of N "fﬁ meticsmAPSOB)  metricsmAPSO-95(®)
multi-camera systems in CALRA M

» A hybrid GPU and FPGA computing system where the
GPU serves as the primary computing platform

» The hybrid computing architecture has also
proven effective in optimising performance and
energy efficiency while maintaining system
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» Model Training: the adam optimiser unchanged
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GPU vs FPGA Performance Comparison [3]

Discussion:
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» The study underscores the importance of
integrating multiple technologies to develop a
robust autonomous driving system.

» The combination of novel perception, data
fusion, and SW/HW architectures contributes to
the overall reliability and safety of AVs.

» Future challenges remain, particularly in

refining these technologies to handle more

complex driving scenarios.




