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Abstract— Biological invasion is a very common phenomenon. 

All alien species must have sites to grow and reproduce, which 

allows them to be called “colonizer” in a general sense. They 
would have adverse effects on the agricultural ecosystem by 

reducing the growth and output of the desired species [1].  

In this case, the invasion of wasps caused serious potential 

adverse effects on bee populations in Europe, as well as on the 

other local biological populations. To reduce this adverse effect, 

avoiding invalid identify and reducing the possibility of the 

biological invasion, we construct model to identify wasps.  

In this paper, we use Grey Forecast Model and Convolution 

Neural Network Model to improve the accuracy of identification 

and better control the disaster. 

I. INTRODUCTION 

Researchers and practitioners apply such algorithms to data 

for two main reasons: to predict new data and to better 

understand existing data. To predict something about new data, 

researchers collect data, apply an algorithm, and analyzes the 

resulting model to gain insights into the data. 

In our study, firstly, we construct Grey Forecast Model to 

predict the tendency in November and December and evaluate 

it by posteriori test. Then we use the natural language 

processing in python to clean the data and leave the needed 

terms. After that, we use convolution neural network for 

image processing. 

Finally, we find that variance has a positive correlation to 

the severity of the disaster and discuss the variance to evaluate 

the eradication of vespa mandarinia. 

II. DETAILED ASSUMPTION AND NOTATIONS 

A. Assumption 

1. The number of reports in one year is not periodic. 

2. The disaster about vespa mandarinia is short-term. 

3. The number of reports has some relations with respect to 

time [i.e., it is not random]. 

4. The population distribution in the state is fixed for the 

recent several years. 

5. The result of separating negative to Negative1 and 

Negative2 by NLP is accurate. 

B. Notation 

1. Negative1: It is bees but not vespa mandarinia while be 

negative. 

2. Negative2: It is not a kind of bee while be negative. 

III. GREY FORECAST MODEL 

Since the harmful effect of vespa mandarinia is short-term, 

the relatively early data cannot well represent the current 

situation and predict the future situation. In this case, we only 

select the data of the last few months for prediction. 

Simultaneously, due to the long interval between detection 

date and submission date, the data in November and 

December are not of reference significance. Therefore, we use 

the Grey Forecast Model to predict the development of the 

next two months, through the data of four months from July to 

October. 

A. Principle of Grey Forecast Model 

Let be a set:  

 

Let be a set:  

 

If we write it as , 

Then  . 

By building a differential equation to discrete sequences, it 

can be in the form: 

                                                    

if we build a first-order differential equation. 

By the definition of derivative:  

， 

when   let be 1, approximately.  

We have written it into the discrete form: 

. 
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Since    is with respect to the value of two times, let 

  be , where i=2,3, …, N. 

 
and 

 
Solving 

 

 

it follows that:  

. 

Transform it into matrix: 

=       

Let y=  

,  

We have   y=BU and 

  

B. Precision Test and Evaluation 

We have the residual error: 

. 

Let and be two sequences, 

we have the residual error respectively:  

,   

where  and  

. 

 

 

C. Evaluation 

By calculating the posterior error, the posterior error ratio 

of pass the precision test. [Note: here we use code to examine 

the data and thereby no more explanation] 

 

D. Results of the Model 

 
 

In this graph, the blue line represents the origin data [i.e., 

total count by month from July 2020 to October 2020] and the 

orange one represents the data after fitting, which 

simultaneously predicts the number of reports in November 

and December. 

E. Model Results 

In this model, we utilize the data for four months from July 

to October in 2020 and forecast the trend for the latter two 

months.  

The total count strictly decreases after August and the rate 

of decreasing tends to be smaller month by month.  

Hence, we predict that in November the total count is 114 

and in December is 44. Note that since Gray Forecast Model 

based on small number of data is not suitable to predict for a 

long-term tendency, it cannot be precise if forecasting the 

trend in 2021. 

 

IV. CONVOLUTIONAL NEURAL NETWORK MODEL  

To calculate the likelihood of mistaken classification 

(mistake other hornets for Vespa mandarinia, defined as 

Negative1) and prioritize the investigation of the reports most 

likely to be positive sightings, we design a CNN deep learning 

model to do classification. 

A. Data Cleaning 

Drop All Data with Wrong Format Data in the Submission 

Date Column 

 
 

Drop Rows with Null Value. 
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Drop all Records without Submitted Image or Movie. 

 

 

Drop all Records Labelled with “Unverified ID”.  
Those Data, which cannot be Judged by Experts, can be Noise 

of our Model. 

 

 

B. Data Labelling 

Since negative label Negative1 mentioned above is not given, 

natural language processing is introduced to separate the 

negative label into Negetive1 and Negative2 (mistake other 

species instead of hornets for Vespa mandarinia). 

 

Convert to Lower Case 

 
 

Remove Punctuation 

 
 

Remove Stopwords 

 
 

Lemmatization 

Lemmatization is the process of converting a word to its base 

form. This has great advantages than stemming, for 

lemmatization considers the context.  

In natural language processing, lexical features and structural 

features are very important [2], word will be converted to its 

base form, but stemming just removes the last few characters, 

which may give rise to incorrect meanings and spelling errors. 

 

 
 

Tokenize and Assign Part of Speech 

Since the lab comments have an almost fixed format, which 

means noun words can indicate whether this report showing 

the specific situation (Negative1). 

 

 
 

 

Generate Top Noun Words and Filter Them 

 
 

Manually Labelling 
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C. Prepare for Model Input 

Enhance Picture Labelled Positive 

As can be seen below, the distributions of different labels are 

quite different, especially the positive label. 

 

 
 

Therefore, we use image enhancement technology to expand 

those positive images from 14 to 200. 

 

Convert movies  

Since people submitted files with different formats, we 

convert the movie formats to image formats by extracting key 

frame. We also ignore files with other formats because they 

are trivial to the consequence. 

 

 
 

D. Apply CNN model 

The recognition ability of convolutional neural network is 

highly reliable and effective [3], so we choose this model to 

train our dataset. 

 

Convert Image to Array Using Tensorflow 

 
 

Build the Model 

 
 

conv2d: in convolutional networks, neural networks that use 

convolution in place of general matrix multiplication in at 

least one of their layers. 

For a specific kind of weight matrix 𝑊. 

 
maxpooling2d : Pooling layer is used to progressively reduce 

the spatial size of the representation to reduce the amount of 

features and the computational complexity of the network. 

dropout: used to avoid overfitting.  

flatten: bridge convolutional layer to other layers. 

 

E. Model Evaluation 

 

 
 

It shows that the model performance is not satisfied our 

expectations, and the accuracy is around 45%.  

It may be caused by the limited number of positive images 

since using image enhancement may not be enough. 

Moreover, by focusing on the matrix, the chance for 

recognizing a positive image is comparably lower. 

‘ 

F. Model Results 

The model output is a 3*1 matrix which represents the 

possibility of being classified to different classes.  

The second parameter (Negative1) can display the 

possibility of a mistaken classification of the report.  

The first parameter (Positive) can be used to prioritize 

reports when multiple reports come together to the institution. 
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0 – Positive 

1 – Negative1 

2 – Negative2 

 

V. CONCLUSION 

Although we devote a lot to the CNN Model, its accuracy is 

unsatisfied.  

Therefore, other classification models are introduced to 

distinguish records between positive and negative. Those 

models are based on latitude, longitude, and detection month. 

We hope the CNN model could evolve and become more 

accurate as the positive reports increases, however, those other 

models can be referred currently to prioritizing the 

investigation in addition to the CNN. 

We can conclude that all classification models perform well 

on training set, but when it comes to the f1 score, they all get 

low marks. RandomForest has highest f1 score. It is because 

that RandomForest is good at dealing with unbalanced 

sample, which is consistent with the situation. 
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